Microenvironment driven invasion: a multiscale multimodel investigation
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Abstract Cancer is a complex, multiscale process, in which genetic mutations occurring at a subcellular level manifest themselves as functional and morphological changes at the cellular and tissue scale. The importance of interactions between tumour cells and their microenvironment is currently of great interest in experimental as well as computational modelling. Both the immediate microenvironment (e.g. cell–cell signalling or cell–matrix interactions) and the extended microenvironment (e.g. nutrient supply or a host tissue structure) are thought to play crucial roles in both tumour progression and suppression. In this paper we focus on tumour invasion, as defined by the emergence of a fingering morphology, which has previously been shown to be dependent upon harsh microenvironmental conditions. Using three different
modelling approaches at two different spatial scales we examine the impact of nutrient availability as a driving force for invasion. Specifically we investigate how cell metabolism (the intrinsic rate of nutrient consumption and cell resistance to starvation) influences the growing tumour. We also discuss how dynamical changes in genetic makeup and morphological characteristics, of the tumour population, are driven by extreme changes in nutrient supply during tumour development. The simulation results indicate that aggressive phenotypes produce tumour fingering in poor nutrient, but not rich, microenvironments. The implication of these results is that an invasive outcome appears to be co-dependent upon the evolutionary dynamics of the tumour population driven by the microenvironment.
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1 Introduction

Fingering and branched patterns can be found in a variety of animate [15] and in-animate [47] systems. One large class of non-living systems that exhibit fingering patterns are those obeying diffusion limited growth. In this growth process the interface between two phases is advanced at a rate proportional to the gradient of a potential field \( u \) that obeys Laplace equation \( \nabla^2 u = 0 \) in one phase and satisfies the boundary condition \( u = 0 \) at the interface and in the other phase. Depending on the system under consideration the field \( u \) represents different physical quantities. In viscous fingers [29] it is the pressure in the liquid, in electro-chemical deposition [56] it is the electrical field around the substrate and in crystal growth it is the temperature [16]. The growth instabilities that occur in these systems are described by the Mullins–Sekerka instability [60], which shows that the typical length scale of the pattern depends on microscopic parameters of the system under consideration.

Morphologies similar to those encountered in diffusion limited growth can be observed in microbial colonies during stressed growth conditions, such as low nutrient concentration or elevated substrate stiffness. When the nutrient concentration is increased the morphology becomes more compact and lowering the substrate stiffness leads to a smoother colony boundary [55,57]. Fungal growth is an example of another biological system in which fingering morphologies arise in low nutrient concentrations when there is a buildup of metabolites that inhibit growth [51]. It is interesting to note that in both examples the finger-like morphology does not seem to arise due to cell cooperation, but rather emerges from the underlying physical properties of the microenvironment.

A commonly accepted biological view is that tumour invasion is associated with the capability of cells to break free from the primary tumour mass into the adjacent tissue, since this capability may be considered as a first step toward metastasis [42,66,50]. Such fragmentation of cancer tissue is usually an indication of a high grade tumour as determined by the TNM system [90] and can be observed in pathological specimens [36,54]. Thus, the irregular, finger-like margins or completely disconnected cohorts of tumour cells are characteristic of aggressive tumours as opposed to more benign tumours which are characterised by smooth non-invasive margins.
Such different types of morphologies have been observed in several models of tumour growth, and again the growth patterns seem to be driven by the microenvironment. Ferreira et al. [35] presented a hybrid reaction–diffusion model of tumour growth, where two types of nutrients were considered—one essential and one nonessential for cell proliferation, and upon varying the consumption rate of the essential nutrient their model exhibited a variety of morphologies, ranging from compact, fingered to disconnected. The impact of the extracellular matrix (ECM) on tumour morphology was investigated by Anderson using a hybrid–discrete–continuous model [5,12]. He showed that growth in a heterogeneous ECM gives rise to a fingered morphology and, moreover, that such a morphology can also be induced by lowering the oxygen concentration in a homogeneous ECM, highlighting the importance of oxygen availability in determining tumour structure. Anderson also established a link between the tumour morphology and the phenotypes of individual tumour cells which was subsequently refined by Gerlee and Anderson [40] using an evolutionary hybrid cellular automata model that considered the genotype to phenotype mapping using a neural network. This work also linked low nutrient availability with a fingered tumour morphology, and showed that tumours with irregular shapes are more likely to contain aggressive phenotypes. A further model that considered individual deformable elastic cells interacting with a surrounding fluid and nutrients has been used by Rejniak in [75,76]. She showed that the emergence of tumour microregions characterised by different cell subpopulations and distinct nutrient concentrations subsequently leads to the formation of finger-like tumour morphologies where long tissue extensions are created as a result of cell competition for resources in the tumour vicinity. When the finger-like morphology is coupled with the development of necrotic areas, the finger-ring effectively results in fragmentation of the primary tumour into several independent invasive colonies.

The importance of the tumour microenvironment is currently of great interest to both the biological and the modelling communities. In particular, both the immediate microenvironment (e.g. cell–cell signalling or cell–matrix interactions) and the extended microenvironment (e.g. vascular bed or nutrient supply) are thought to play crucial roles in both tumour progression and suppression (see the recent series of papers in Nature Reviews Cancer for further detail [2,17,63]). Recently it has been shown that not only can the microenvironment promote tumour progression but it can also drive the invasive tumour phenotype. The work of Weaver [64] focuses on the impact of tissue tension in driving the invasive phenotype and clearly correlates higher tension in the tissue (a harsher environment) with an invasive phenotype. Similarly Pennacchietti [67] has shown a relationship between a hypoxic tumour microenvironment (again a harsher environment) and the invasive phenotype. Höckel et al. [44] also showed in a study on cervical cancers that hypoxic tumours in general exhibited larger tumour extensions compared to non-hypoxic ones.

2 Modelling overview

Over the last 10 years or so many mathematical models of tumour growth, both temporal and spatio-temporal, have appeared in the research literature (see [14,73] for
Deterministic reaction–diffusion equations have been used to model the spatial spread of tumours in the form of invading travelling waves of cancer cells [26,27,39,62,68,84,87,89]. The cumulative growth of tumours has also been modelled with partial differential equations solved using various numerical simulation techniques, such as boundary-integral, finite-element and level-set methods [28,53,93]. Whilst all these models are able to capture the tumour structure at the tissue level, they fail to describe the tumour at the cellular level. On the other hand, single-cell-based models provide such a description and allow for a more realistic stochastic approach at both the cellular and subcellular levels. Several different discrete models of tumour growth have been developed recently, including cellular automata models [1,31,33,46,65,74,85], Potts models [45,82,88], lattice free cell-centered models [32] or agent-based models [92]. For a review on many different single-cell-based models applied to tumour growth and other biological problems please see [9].

Here we will present three different examples of such single-cell-based tumour growth models classified as “hybrid”, since a continuum deterministic model controls the environmental dynamics (e.g. nutrient, ECM or chemical) whereas the cell life processes of proliferation and death, mutation, cell–cell interactions and migration will be handled at a discrete individual cell level. The three models we consider are: (1) a Hybrid Discrete-Continuum (HDC) model which couples a system of reaction–diffusion equations to model the dynamics of nutrients, the extracellular matrix and matrix-degradative enzymes with a discrete cellular automata like model based on a biased random-walk technique [4,5,7,8,10–12]; (2) an Evolutionary Hybrid Cellular Automata (EHCA) model which is an extension of the cellular automaton in which each cell is equipped with a response network that determines the cellular behaviour from environmental variables using a feed-forward artificial neural network [40]; (3) an Immersed Boundary (IBCell) model which couples the dynamics of viscous incompressible fluid with the mechanics of individual fully deformable elastic cells that interact with one another and with their microenvironment via a set of discrete cell membrane receptors located on cell boundaries [75–77,80,81].

In all three models we represent the microenvironment of an individual cell in a very simplified way by including only neighbouring tumour cells and one external diffusive factor. This may seem like an oversimplification since in reality tumours may be surrounded by stromal cells and may be exposed to different nutrients, growth factors and various proteases that all together influence changes in cell behaviour. However, as we want to focus on internal cell properties (transformations in cell phenotype and genotype, dynamical reorganisation of cell membrane receptors, changes in cell response due to switches in nutrient supply) we therefore choose to represent the extracellular matrix in all three models in a unified simple way. For the same reason, we decided to use oxygen as the basic external factor that creates a competitive environment and influences cell response, but oxygen could be exchanged for another nutrient, e.g. glucose. An advantage in choosing oxygen is that its value can be manipulated in the course of an in vitro biological experiment, and this is, of course, much easier to do in the in silico simulations presented here.

Each model uses a distinct mechanism for the selection of cell phenotypes in response to environmental cues (such as oxygen concentration and contact with neighbouring cells), but all three are not only able to couple the behaviour of individual
tumour cells with the continuous nutrient dynamics, but they also explicitly incorporate the impact of the microenvironment upon both the tumour morphology and tumour heterogeneity. By using a combination of different microenvironments (e.g. low/high nutrient concentration) with different cell properties (i.e. random or evolutionary mutations, local receptor driven or mean-field response to nutrients) we will show how aggressiveness of a tumour and the formation of finger-like invasive tissue extensions are linked and how these correlate with the microenvironment in which the tumour grows.

3 Nutrient driven invasion: model descriptions

Our goal is to investigate how the microenvironment of a growing tumour influences its invasiveness, which we define as the ability of the tumour cell mass to produce finger-like extensions that can protrude through the extracellular matrix and invade the surrounding tissues.

Since this finger-like morphology will be coupled in our models with the development of necrotic areas, the fingering effectively results in fragmentation of the primary tumour into several independent invasive colonies composed of cells with certain phenotypes, such as the best proliferators. We will show that external factors may influence cell behaviour in such a way as to allow for a selection of cell phenotypes that can survive in extreme conditions, such as low nutrient concentration, and therefore provide evidence for microenvironment driven aggressiveness of tumours.

We support our investigation by presenting computational results from three different models with the same underlying assumption that tumour cell survival depends upon the local concentration of nutrients. It has been experimentally shown that tumour cell nutrient consumption creates steep concentration gradients that lead to the formation of tumour microregions characterised by heterogeneous subpopulations of cells [58,59].

As well as the three models having several common features that allow a clear comparison between their results, some attributes of each model distinguish it from the others sufficiently to claim that the phenomena of tumour invasiveness driven by its microenvironment is not a property of a particular model but rather emerges from the same general biological mechanism.

We summarise here the features that are common for all three models and those that distinguish each model from the others. The common features include: (1) in each model the cells are treated as individual entities with individually regulated cell life processes, such as proliferation, death, mutations or cell movement; (2) separate cells can interact with one another by exchanging signals with their nearest neighbours, and with their local microenvironment by sensing and changing the concentration of nutrients in their immediate vicinity; as a result all cells compete for space and nutrients; (3) in all three models oxygen has been chosen as a basic external factor influencing cell responses and we assume that it is dissolved in the extracellular space, can diffuse and is consumed by the cells; (4) each model includes three cell types—proliferating, quiescent, and cells in growth arrest, such as necrotic, apoptotic or hypoxic; in order to allow for comparisons between the model results we used the
same cell colouration throughout: proliferating cells (red), quiescent cells (green) and growth-arrested cells (blue); (5) depending on nutrient concentration sensed by the cells and interactions with their neighbours, cell behaviour can be altered from proliferating to quiescent as a result of the lack of space, and from growing to growth-arrested (necrotic/apoptotic/hypoxic) as a result of nutrient depletion; this leads to changes in tumour morphology and tumour heterogeneity. The main differences between the models, summarised as one versus the other, include: (1) lattice based versus lattice free cell design; (2) receptor driven versus phenotype/genotype driven (evolutionary dynamics) cell behaviour; (3) realistic cell geometry versus simplified approach of treating cells as single points; (4) proliferation versus migration dominated tumour expansion; (5) boundary oxygen production versus ECM oxygen production. In the next three sections we will give a brief description of each model that discusses their essential features but a more detailed description, including the governing equations, is provided in the relevant appendices.

3.1 Hybrid discrete-continuum model of invasion

The Hybrid Discrete Continuum (HDC) model of tumour invasion couples a continuum deterministic model of microenvironmental variables (based on a system of reaction–diffusion equations) and a discrete cellular automata like model of individual tumour cell migration and interaction (based on a biased random-walk model). As we consider the cells as individuals this enables us to model specific cell traits at the level of the individual cell, the traits we shall consider are proliferation, death, cell–cell adhesion, mutation, and production/degradation of microenvironment specific components. A detailed discussion on the types of system that this technique is applicable to is given in [4]. Applications of the technique can be found in [4,5,7,8,10–12].

We will base the HDC model on the growth of a generic three dimensional solid tumour. We will only consider a two dimensional slice through the central mass, one cell diameter thick, although extension to a full three dimensional model is straightforward [6]. The simulation space therefore consists of a two dimensional lattice of the extracellular matrix (ECM) \( f \) upon which oxygen \( c \) diffuses and is produced/consumed, a matrix degrading enzyme \( m \) diffuses and is produced by each of the individual tumour cells \( N_{i,j} \) which occupy single lattice points \( (i, j) \) and is assumed to degrade the ECM upon contact (see Fig. 1). Each cell will also have a set of predefined phenotypic traits including adhesion; proliferation; degradation and migration rates, which determines how it behaves and interacts with other cells and its environment.

With the HDC technique, we will use five coefficients \( P_0 \) to \( P_4 \) to generate the motion of an individual tumour cell. These five coefficients can be thought of as being proportional to the probabilities of a cell being stationary \( (P_0) \) or moving west \( (P_1) \), east \( (P_2) \), south \( (P_3) \) or north \( (P_4) \) one grid point \( (\Delta x) \) at each time step \( (\Delta t) \) (see Fig. 1).

Each of the coefficient \( P_1 \) to \( P_4 \) consists of two main components,

\[
P_n = \text{random movement} + \text{haptotactic movement},
\]
Haptotaxis [30, 48], migration up gradients of bound ECM molecules \((f)\) generally dominates the movement rules and will bias movement towards higher ECM density. The motion of an individual cell is therefore governed by its interactions with the matrix macromolecules in its local environment. Of course the motion will also be modified by interactions with other tumour cells.

Tumour heterogeneity at the genetic level is well known and the so called “Guardian of the Genome”, the p53 gene is widely considered as a precursor to much wider genetic variation [49]. Loss of p53 function (e.g. through mutation) allows for the propagation of damaged DNA to daughter cells [49]. Once the p53 mutation occurs many more mutations can easily accrue, these changes in the tumour cell genotype ultimately express themselves as behavioural changes in cell phenotype. In order to capture the process of mutation we assign cells a small probability \(P_{\text{mutat}}\) of changing their phenotype during cell division. If such a change occurs the cell is assigned a new phenotype from a pool of 100 randomly predefined phenotypes within a biologically relevant range of cell specific traits.

At each time step a tumour cell will initially check if it can move subject to a cell–cell adhesion restriction, if it can, then the movement probabilities (above) are calculated and the cell is moved. A check is then made if the cell should become necrotic (see the following paragraph) or not. If it does not die, its age is increased and a check to see if it has reached the proliferation age is performed. If it has not reached this age then it starts the whole loop again. If proliferation age has been reached then a check is made to see if the criteria for proliferation are satisfied. If proliferation criteria are not met then the cell becomes quiescent. If they are satisfied then we check to see if this mitosis results in a mutation hit. All mutations occur in a random manner. This whole process is repeated at each time step of the simulation. For more detail see Appendix A.

Oxygen dynamics are important in the model as low levels of oxygen will cause necrosis, we will assume that if the oxygen level falls below a critical concentration \((h)\) then the cell will die, the same is true for quiescent cells. Cells are also assumed to consume oxygen at a fixed rate \((k)\) and quiescent cells will consume oxygen at a lower rate \((k_q)\). Cell proliferation and death create an evolving population (within the
confines of the 100 randomly defined phenotypes) which we will use to examine both evolutionary and morphological changes that occur in a oxygen deprived environment.

3.2 Evolutionary hybrid cellular automata model

The basic structure of the Evolutionary Hybrid Cellular Automata (EHCA) model is a cellular automaton, which is coupled with a continuous field of oxygen (see Fig. 2). In order to capture the evolutionary dynamics of tumour growth each cell on the grid is equipped with a genotype, that dynamically determines cell behaviour and is inherited by the daughter cells under mutations. This allows the model to capture an important aspect of clonal evolution, i.e. a large number of different subclones that compete for space and resources [3,61].

In real tumours some cells may acquire a selective advantage over other cells that can be viewed as a disruption in how the cells process information from their environment. In fact a cell can be viewed as a computing unit that given a certain environment “calculates” a phenotype or response, and this response depends on the genotype of the cell. For a normal cell the response to extended hypoxia is apoptosis, while a cancer cell with mutations in key genes (e.g. p53 [86]) would try to survive despite the low oxygen concentration. In the spirit of this each cell in the model is equipped with a decision mechanism that takes environmental variables as an input and from these determines the cellular behaviour as the output. This decision mechanism determines the update rules and implies that the state of an automaton element is not just characterised by if it holds a cancer cell or not, but by which cell it holds. The behaviour of the cells is determined by a response network, which is modeled using a feed-forward neural network [43]. These have traditionally been used for machine-learning tasks, but have been suggested as suitable models for signalling pathways [18]. The response network of the cells consists of a number of nodes that can take real number values.

![Fig. 2 Schematic layout of the EHCA model. The cells reside on a square lattice and each automaton element can either be occupied by a cancer cell or be empty. The cell type is indicated by the colour of the cell: proliferating cells are coloured red, quiescent green and dead cells are blue. Coupled together with the discrete lattice is a continuous field of oxygen supplied from the boundary](image)
The nodes are organised into three layers: one input layer, that takes information from the environment, one hidden layer, and finally an output layer that determines the action of the cell. The response of the network determines if the cell will proliferate, become quiescent or go into apoptosis (see Fig. 2). The input to the network is the number of neighbours of the cell and the local oxygen concentration. In the initial genotype the competition for space determines if the cell will proliferate or become quiescent, while the oxygen concentration influences the apoptotic response. If the oxygen concentration falls below a certain threshold $h$ the apoptosis node is activated and the cell dies. This implies that the behaviour of the cell is affected by the local oxygen concentration, but also changes it, as the response of the cell affects the oxygen consumption. Each time step of the simulation the oxygen concentration is solved and the cancer cells are updated and consume oxygen according to their network response. A proliferating cell consumes nutrient at a rate $k$, while a quiescent cell has a reduced consumption of $k_q < k$ and apoptotic cells do not consume any nutrients. This gives rise to a complex feedback between the cells and the oxygen concentration that will dictate the growth dynamics of the tumour.

The behaviour of the response network is determined by network parameters, which are copied from parent to daughter cell during cell division. This is done under mutations, which implies that the behaviour of the daughter cell might be different from its parent. When available space and oxygen are limited resources this will give rise to clonal evolution where only the fittest cells survive. A more detailed description of the model can be found in Appendix B.

3.3 Immersed boundary model of growing tumour

The immersed boundary model (IBCell model) of tumour fingering captures interactions between two-dimensional fully deformable cells and cell microenvironment that contains other neighbouring cells and a diffusive nutrient. The structure of each individual cell includes an elastic plasma membrane modelled as a network of linear springs that defines cell shape and encloses the viscous incompressible fluid representing the cytoplasm and providing cell mass. These individual cells can interact with other cells and with the environment via a set of discrete membrane receptors located on the cell boundary. In particular, every boundary point serves as a membrane receptor used to sense concentrations of nutrients distributed in the extracellular matrix. Moreover, each point can either be engaged in adhesion with one of the neighbouring cells (adhesive receptor), or can be used to determine sites of fluid transport during cell growth (free growth receptors). Cell growth is modelled by introducing couplets of fluid sources and sinks placed around the free growth receptors that collectively model transport of the fluid across the cell membrane. This results in expansion of the cell area until it is doubled. Then, additional boundary forces are used to create the contractile ring splitting the host cell into two daughter cells of approximately equal areas. Orientation of cell division is determined entirely by cell shape and the contracting springs are placed such that cell division is orthogonal to the cell longest axis. Cell–cell adhesion is modelled as forces acting between boundary points of two distinct cells if they are sufficiently close to one another. Figure 3a shows a
Fig. 3  a A portion of a small cluster of adherent cells in the IBCell model. Cell boundary points (dots) are connected by short linear springs to form cell membranes (grey lines); cell nuclei (circles) are located inside cells and are surrounded by cell cytoplasm modelled as a viscous incompressible Newtonian fluid; separate cells are connected by adherent links (thin black lines); growing cells acquire the fluid from the extracellular space through the free membrane receptors. b Morphological alterations in a proliferating cell: 1 a cell ready to grow, 2 an enlarged growing cell with two daughter nuclei, 3 formation of the contractile ring orthogonal to the cell longest axis, 4 cellular division into two daughter cells of approximately equal areas

A general algorithm of the cell life cycle consists of three steps: (1) inspection of all cell membrane receptors to determine the total nutrient concentration sensed by the cell from the surrounding extracellular matrix, if this total nutrient concentration falls below the threshold value $h$ the host cell is considered hypoxic; (2) nutrient uptake near each membrane receptor of all cells, viable and hypoxic (however, since nutrient uptake is modelled using the Michaelis–Menten formulation, its uptake around the hypoxic cells is much lower than near the viable cells); this process together with nutrient diffusion results in the formation of a non-uniform nutrient gradient; (3) inspection of all membrane receptors in a non-hypoxic cell to determine whether or not cell growth is inhibited by contact with other cells, if at least 20% of cell membrane receptors are free from cell–cell adhesive contacts, the host cell is allowed to grow by acquiring the fluid from the extracellular matrix. If the cell is too crowded by other cells its phenotype changes to a quiescent state until the space becomes available or the cell becomes hypoxic due to the lack of nutrients in the cell microenvironment. A mathematical formulation of this model is presented in Appendix C in more detail.

4 Impact of cell metabolism on tumour morphology

In order to understand the key role that nutrients play in driving changes in tumour morphology we use each of the three models to investigate how changes in cell metabolic parameters influence the structure of the developing tumour. Specifically we explore
the parameter space of oxygen consumption rate $k$ versus the oxygen threshold level $h$ at which cells become growth arrested (i.e., hypoxic/necrotic/apoptotic).

In each of the models discussed above the exploration of the two dimensional parameters space $(k, h)$ was accomplished by selecting 4 values for each parameter, in a dynamically interesting range, and then simulating the growth of the tumour at these $4 \times 4 = 16$ points in parameter space. We chose to vary the parameters in the following manner: oxygen consumption rate $k = \{k_0, 3k_0, 5k_0, 7k_0\}$ and the threshold value $h = \{h_0, 2h_0, 3h_0, 4h_0\}$. The base values $k_0$ and $h_0$ may depend on a specific cell line, but since we are interested here in qualitative results only, we use parameters for the oxygen and metabolism of the EMT6/Ro mouse mammary tumour cell line. The value of a base hypoxic threshold $h_0$ has been chosen to represent a small percentage of oxygen concentration that the cell would sense if placed in an optimal oxygen concentration $c_0$. In all models this complies with the lower levels of oxygen observed inside multicell spheroids [58] and in various types of tumours when compared to normal tissues from which the tumours arose, (a range of 9–30% has been reported in [19]). The upper limits for both parameters used in our simulations may be outside of the physiological range of oxygen-related metabolism in EMT6/Ro cells, but we want to analyse these extreme cases since they result in distinct tissue morphologies.

For each of the three models we run multiple simulations starting with the same initial cluster of tumour cells embedded in a homogenous field of oxygen of optimal concentration $c_0$ and allow cells to interact with their microenvironment and execute their life cycle algorithm as discussed in the above sections. This leads to the development of different tumour morphologies including the emergence of tumour fingering. The results are summarised in the form of a graphical table and are discussed for each model separately in the next three sections.

### 4.1 HDC model results

In this section we use the HDC model, as discussed in Sect. 3.1, to simulate tumour growth for a range of different nutrient consumption rates ($k$) and threshold values ($h$). All simulations have initially uniform oxygen, ECM and MDE non-dimensional concentrations of $c_0 = 1$, $f_0 = 1$ and $m_0 = 0$ and are initiated with 50 tumour cells in the centre of the domain each with a randomly assigned phenotype. After 200 time steps the tumour cell distributions for each parameter combination $(k, h)$ were gathered to produce Fig. 4. Since the tumour population has the potential to mutate (via mitosis) to one of a hundred randomly defined phenotypes the constraint on consumption is only a lower bound and can vary from $k$ to $4k$.

From Fig. 4, we see a diversity of tumour morphologies that share several common features. They consist of mainly dead (blue) and proliferating (red) cells which are mostly located on the outer rim of each tumour. We can clearly see the emergence of a fingering morphology as both the consumption rate and the threshold level are increased. Increasing the consumption rate also appears to decrease the overall size of the tumour in contrast to a more or less constant size as the threshold level is increased. Increasing the threshold level appears to cause the emerging fingers to take on thinner more elongated structures. If we examine the figures that run along the diagonal we
Fig. 4  Tumour cell distributions at the end of 200 time steps for different combinations of the parameters \((k, h)\) in the HDC model. Both parameters influence the morphology of the tumour: increasing \(k\) reduces size and produces fingering, increasing \(h\) has a similar but more subtle effect. Colouration represents cell type: red (proliferating); green (quiescent); blue (dead).

<table>
<thead>
<tr>
<th>(k_0)</th>
<th>(h_0)</th>
<th>(2h_0)</th>
<th>(3h_0)</th>
<th>(4h_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
</tr>
<tr>
<td>3(k_0)</td>
<td><img src="image6" alt="Image" /></td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td><img src="image9" alt="Image" /></td>
</tr>
<tr>
<td>5(k_0)</td>
<td><img src="image10" alt="Image" /></td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
<td><img src="image13" alt="Image" /></td>
</tr>
<tr>
<td>7(k_0)</td>
<td><img src="image14" alt="Image" /></td>
<td><img src="image15" alt="Image" /></td>
<td><img src="image16" alt="Image" /></td>
<td><img src="image17" alt="Image" /></td>
</tr>
</tbody>
</table>

see that the tumour becomes smaller and more fingered as we move from \((k_0, h_0)\) to \((7k_0, 4h_0)\) which is consistent with the above statements. These results clearly show that there is a direct correlation between the oxygen consumption rate and necrosis threshold value and tumour morphology.

One of the problems with showing the end result of the simulations is that the whole growth process that produced these results is missing. However, for all of the simulations in Fig. 4 the same growth process occurs and is of course dependent upon available oxygen levels. During the initial abundance of oxygen the tumour grows as a small round mass with smooth margins, further growth leads to more consumption of the available oxygen. In the HDC model oxygen is produced proportionally to the ECM density (under the assumption of a background vascular network, see Appendix A for further detail) and therefore as the tumour grows and degrades the ECM it is also
destroying its own oxygen source. This results in necrosis and a dead central core forms within the tumour mass which is now surrounded by a thin rim of proliferating cells that continue to grow at the boundary of the tumour. When there is little consumption or the threshold level is low this rim of cells grows in a more or less symmetric manner but as these parameters are increased this symmetry is broken.

The time at which the necrotic core forms seems to be important as it is one of the first differences seen between the results collected in Fig. 4 (before the more obvious morphological changes occur). What we observe is that the earlier the appearance of the core the more likely fingering will occur—therefore the core in \((k_0, h_0)\) forms much later than in \((5k_0, h_0)\). The reason for this apparent relationship is mainly due to competition for available oxygen as a means of survival. As the nutrient consumption is increased and the threshold level increased the competition for the little available oxygen becomes dominant and one cell (or a small cluster of cells) will live at the expense of others by consuming the only oxygen that is left. Looking at the most fingered structures in Fig. 4 it is clear that none of them really have any large necrotic circular cores. Other differences relate to the evolutionary dynamics of the fingering versus the non-fingering tumour population, in particular the cells on the boundary that dominate the fingering population generally have more aggressive phenotypes, having low cell adhesion, high MDE production and migration abilities and lower oxygen consumption rates, but we will discuss this in more detail in Sect. 5.1.

4.2 EHCA model results

As detailed above we have varied the oxygen consumption rate \(k\) and the apoptotic threshold \(h\). Because the model contains an evolutionary component the values of these parameters only determine the baseline or initial values. Mutations that occur in the population might alter the individual parameters of each cell, and \(h\) and \(k\) therefore only determine the initial values from which variation might occur. Each simulation was started with 4 ancestral cells at the centre of the grid. The oxygen concentration was initialised to a homogeneous concentration of \(c_0 = 1\) in the entire domain and the boundary condition was set to \(c(x, t) = 1\), this is meant to imitate a situation where the tissue under consideration is surrounded by blood vessels that supply the tumour with oxygen via perfusion. Each simulation lasted 80 time steps (approx. 50 days) and at the end of each simulation the spatial distribution of cells was recorded.

The result of these simulations can be seen in Fig. 5, which shows the morphology for a range of oxygen consumption rates and apoptotic thresholds. From these simulations it is obvious that these parameters affect the morphology of the tumour. In all simulations the tumour starts growing with a proliferating rim and a core of quiescent cells, but when it reaches a certain size the diffusion of oxygen is not sufficient to supply the core of the tumour with oxygen. The time at which this occurs depends on both \(k\) and \(h\) and naturally occurs earlier in time for higher values of the two parameters. After the development of the necrotic core the tumour continues to grow, and at this stage the growth dynamics depend on the oxygen parameters. For low consumption rates and low apoptosis thresholds the tumour grows with a compact morphology with a smoothly growing leading edge that leaves a homogeneous distribution of dead
Fig. 5 This plot shows the morphology in different regions of the parameter space \((k, h)\) obtained using the EHCA model. Both parameters influence the morphology of the tumour and for high \(k\) and \(h\) we observe a fingered tumour morphology.

cells in its wake, while for both higher consumption rates and apoptosis thresholds the proliferating rim instead breaks up and the tumour grows with a fingered morphology. What also can be seen is that varying the parameters leads to a gradual change in the morphology of the tumour. Increasing the consumption rate gives a smaller tumour with narrower fingers. An increasing apoptotic threshold also reduces the tumour mass, but seems to give rise to a qualitatively different change towards a fewer very narrow fingers.

The intuitive explanation for the fingering behaviour is that for high consumption rates there is not enough oxygen available to support the growth of all the cells on the boundary. This limited supply of oxygen results in competition between the cells at the boundary where only the fittest cells will survive long enough to go into cell division. When this occurs and the cell places its daughter cell outside the existing tumour boundary the daughter cells will consume oxygen and effectively creates a
screen for access to oxygen for cells residing closer to the centre of the tumour. When the consumption rate is high compared to the oxygen concentration at the boundary of the tumour the cells have to rely on the flux of oxygen to survive long enough to go into mitosis. This implies that only the points on the boundary where the flux of oxygen is sufficient do we observe growth of the tumour. Similarly a higher apoptotic threshold also increases the competition as the cells will go into apoptosis at higher oxygen concentrations. The competition between cells at the boundary is amplified because it is easier to eliminate a neighbouring cell by screening it from oxygen and hence gaining a growth advantage. This increases the reliance on oxygen flux and destabilises the growth in a similar way.

4.3 Immersed boundary model results

In this model we varied the nutrient consumption rate $k$ in the neighbourhood of a single cell receptor and the cell hypoxic threshold $h$, representing the limit of nutrient concentration sensed cumulatively through all cell membrane receptors, below which the cell behaviour changes from viable to hypoxic. In each presented case an identical cluster of viable cells (shown in Fig. 14a) was embedded into a homogeneous nutrient field of optimal concentration $c_0$. All cells were allowed to execute the three-step cell life cycle described in Sect. 3.3 over the time corresponding to 11 average cell cycles and the results are summarised in Fig. 6.

This figure shows three different morphologies of growing tumours: large clusters with smooth boundaries, medium size clusters with finger-like extensions and small clusters of non-growing cells. Only tumours shown in the top row contain quiescent cells (green) that emerge when the nutrient concentration in the cell vicinity is sufficient for the cells to remain viable but there is no space for the cell to grow. The presence of these quiescent cells is a result of low oxygen consumption. However, the number of layers of quiescent cells decreases with increased level of hypoxic threshold since higher values of $h$ are more quickly achieved by the cells leading to early change in cell phenotype from viable to hypoxic (blue). In all other cases the quiescent cells appear sporadically and almost all cells are forced to enter the hypoxic state right after they are born. The first picture shows a couple of growing cells (red) inside the tumour cluster. However, those cells become quiescent before they double their area due to the development of new adhesive connections with their neighbours upon their enlargement.

There is a clear separation of tumour morphologies along the diagonal (framed pictures) with the exception of the first row. All tumours above the diagonal have compact, solid shapes with smooth boundaries that are an effect of constant cell growth in the proliferating rim expanding continuously over the cluster perimeter. In all presented cases the number of cells in the whole cluster has been doubled when compared with the initial number of cells. In contrast, all tumours below the diagonal show growth arrest, some of them in the very early stages of their development. The picture in the right corner shows a cluster which gained only 5% more cells than its initial configuration. This is an effect of cell growth arrest due to hypoxia levels that are rapidly achieved by viable cells, when the oxygen consumption rate is high. Some of these
Fig. 6  Final tumour configurations from the IBCell model obtained for various consumption rates and hypoxic thresholds, all presented at a time corresponding to 11 average cell cycles from pattern initiation. Three different patterns are observable: finger-like morphology (framed diagonal), continuous growth with smooth tumour boundaries (above the diagonal), and tumour growth suppression due to lack of nutrients (below the diagonal). Cells are colour-coded as follows: red growing; green quiescent; blue hypoxic.

tumours show small non-growing extensions that suggest a potential for developing finger-like extensions in slightly modified conditions. An evident finger-like morphology appears in three cases on the diagonal (framed pictures). Here the rate of oxygen consumption is high enough to select a few leading cells that gain proliferative advantage over their neighbours by depleting the oxygen concentration in their vicinity leading subsequently to growth suppression of all cells around and behind the growing fingertips. In general, when one of the parameters is kept fixed and the second is increased the tumour morphology changes from solid compact large clusters of cells with smooth boundaries to medium size clusters of cells with finger-like extensions to small clusters of non-proliferating cells that may exhibit small sprouts of cells that remain in the growth arrest.

To investigate closer the mechanisms of formation of finger-like tissue extensions, let us inspect three configurations from Fig. 6 with significantly different parameters: \((k_0, h_0)\) representing solid tumours, \((7k_0, h_0)\) representing tumours with finger-like morphology, and \((7k_0, 4h_0)\) representing tumours in growth arrest. In each case we
Fig. 7 Distribution of all cells according to the concentration of nutrients sensed by each cell and the percentage of free growth receptors in a solid tumours, b tumours with finger-like morphology, c tumours in growth arrest from simulations in Fig. 6. Horizontal lines represent the hypoxic threshold. Vertical lines represent the 20% growth threshold. Cells are colour-coded as follows: red growing; green quiescent; blue hypoxic

examine the total concentration of nutrients sensed by each cell separately and the percentage of free growth receptors on each cell boundary. The results together with horizontal lines representing the hypoxic thresholds and vertical lines representing the growth threshold (20% of free growth receptors) are shown in Fig. 7. The first graph, Fig. 7a, confirms that the majority of cells with 20% or more of free growth receptors are actually growing (red), all quiescent cells (green) lie in the region above the hypoxic threshold and below the growth threshold, and almost all hypoxic cells (blue) are starving and are overcrowded. In contrast, Fig. 7b shows that numerous hypoxic cells lie above the growth threshold, that is they maintain more than 20% of their receptors free from cell–cell adhesion, so their growth suppression is due to low levels of oxygen in their vicinity and not to overcrowding, this suggests that the tissue fingers would not form if the cells were more resistant to starvation. This also leads to the conclusion that the finger-like morphology is rather a result of hypoxia-related growth suppression than overcrowding. Figure 7c shows in turn, that all cells in the growth arrested tumours lie well below their hypoxic threshold, that is they are exposed to nutrient concentrations much lower than the values at which cells switch their phenotypes from viable to hypoxic. This shows that decreasing the hypoxic threshold with the same consumption rate will still produce a growth arrested tumour. This is confirmed by the final tumour configurations in the last row of Fig. 6 where all tumours except the first on the left lack proliferating cells.

5 Nutrient-dependent tumour morphology and evolution

It is clear from the previous results that nutrient starvation leads to a fingering morphology in all three models. The proliferating cells are located on the tumour fingertips, and thus exposed to higher concentrations of oxygen, grow at the expense of their closest neighbours causing starvation and growth arrest. This, in turn, amplifies the growth advantage of cells at the leading edge and further enhances the invasion of surrounding tissue. Whether cell starvation is a result of high cell metabolism or of limited oxygen supply (note that reducing the amount of available oxygen gives similar effects
to increasing the consumption rate of the cells), it creates an environment dependent pressure for selection of the most aggressive cells capable of survival. Thus, since a harsh environment induces tumour fingering, whereas a mild environment gives rise to tumours with smooth margins, is it possible to reverse the fingering morphology by simply increasing the available oxygen levels and if so how will this effect the growth and evolutionary dynamics of the tumour population?

We address these questions by choosing one of the previously described cell lines (for each model separately) that gave rise to tissue fingering and then induce a change in the microenvironment by switching the external supply of oxygen between high and low concentrations. This imposes two different forms of competition upon the tumour cells, for space and nutrients in the poor oxygen microenvironment, and for space only in the oxygen rich microenvironment. In each phase, the tumour tissue is allowed to grow and develop producing different morphologies as well as different phenotypic and genotypic characteristics. To show that the tumour morphologies are typical for each phase, we use a double switch in concentration of supplied oxygen: high-low–high-low (similar to that used in [12]). The mechanism of oxygen switch is the same in all three models, but the duration of each switch phase may be different and depends on the model under consideration. In the EHCA Model all phases are equally timed, but the HDC Model requires the low oxygen phases to last longer because of cell migration effects. In the IBCell Model the switch in oxygen supply is executed after the cell pattern is clearly developed, and thus the phases of low or high oxygen supply are not timed equally.

In all three models we describe the morphological changes in the developing tissue as well as the population dynamics with regards to the subpopulations of growing, quiescent and dead cells. For the HDC and EHCA models we also discuss the evolutionary dynamics and argue that much of the evolutionary change is due to the extreme changes in the tumour microenvironment. For the IBCell Model we investigate how the dynamics of the growing tumour are driven by activity of the cell membrane receptors. The results of simulations of each model are presented in the next three sections.

5.1 HDC model results

To test the hypothesis that the fingering morphology can be reversed by manipulating the available oxygen levels we implemented the following scenario: we grew the tumour using the parameters \((5k_0, h_0)\), see Fig. 4, initially in an oxygen rich environment \((c = c_0)\) until \(t = 60\). We then dropped the oxygen concentration \((c = 0.25c_0)\) until \(t = 160\) where it is set to high \((c = c_0)\) again and then finally for \(t = 220–320\) we impose the low oxygen environment \((c = 0.25c_0)\). During the high oxygen phases, the tumour cells also consume oxygen but it is always replaced.

Growth dynamics

Figure 8 shows the simulation results with the tumour cell and oxygen concentrations at \(t = 60, 160, 220\) and 320. After the first period of high oxygen the smooth circular tumour contains a mixed population of proliferating and quiescent cells and does not
contain any necrotic cells. However, as soon as the oxygen level drops we immediately see the emergence of the fingering morphology and a circular necrotic core. The population is now dominated by necrosis with only a few proliferating cells, on the tips of the fingers, and no quiescent cells. Increasing the oxygen level again results in the fingers filling out and merging such that the boundary of the tumour becomes smooth again. We also see the remergence of the quiescent population. When the oxygen level is dropped for the final time we again see small fingers protruding from the smooth necrotic mass. The quiescent tumour population again becomes extinct and is dominated by necrotic and proliferating cells. The outcome is clear: under harsh conditions, when oxygen is in short supply, the morphology of the tumour is invasive ($t = 160; t = 320$). In mild conditions, the morphology is non-invasive ($t = 60; t = 220$).

These results also indicate a relationship between the invasive morphology and the quiescent tumour cell population. To investigate this we tracked the three tumour sub-populations (proliferating, quiescent and necrotic) over time and the results are shown in Fig. 9. From the figure it is clear that during the oxygen poor regimes there are almost no quiescent cells and in the oxygen rich regimes there are a large proportion of quiescent cells. To some extent this seems logical as within the nutrient rich environment all of the tumour population has the potential to proliferate and therefore space becomes a limiting constraint leading to the growth of the quiescent...
population. However, in the nutrient poor environment only the select few cells on the boundary of the tumour have the chance to proliferate and this is precisely where no space constraints exist. This may have some important implications for the treatment of real invasive tumours if valid, since a large percentage of chemotherapeutic drugs specifically target proliferating cells.

**Evolutionary dynamics**

An important benefit of using an individual based simulation approach is that at the same time as we simulate tumour growth we also track the numbers of the different phenotypes in the population. Figure 10 shows a plot of the relative abundance of each cell phenotype over the time of this simulation. During the first high oxygen period all of the phenotypes are more or less equally represented with no single dominant clone, however, as soon as the oxygen level is dropped we see the emergence of a single aggressive phenotype (shown with a thick purple line). This phenotype slowly grows to completely dominate the population in the low oxygen phase and as a result of this it also dominates the following high oxygen phase. It should be noted that other phenotypes are emerging during this second high oxygen phase, this can be seen from the fact that the purple line decreases, but their influence is small compared to the dominant clone. In the final low oxygen phase we see a sharp initial drop in the population due to the mass induced necrosis (also seen in the 1st low oxygen phase) of the low nutrient environment. This means there is only a small living population and therefore potentially only a few phenotypes can survive, however, it is the same aggressive phenotype that dominates again. An aggressive phenotype here is defined as one with a low proliferation age, high matrix degrading enzyme (MDE) production rate, zero cell–cell adhesion value and high haptotaxis coefficient.
What is interesting from these results is the fact that the same aggressive phenotype (thick purple line in Fig. 10) dominates in the latter three phases (i.e. the low, high and low oxygen levels) and during the high oxygen phase no fingering is observed. The implication of these results is that an invasive outcome appears to be co-dependent upon the appropriate cell phenotype in combination with the right kind of microenvironment. In this case the phenotype is an aggressive one and the microenvironment is a harsh one. The cooperation, or more accurately the competition, that these two invasive properties confer upon the tumour population create a fingered invasive tumour. Potentially other combinations may lead to the same outcome (e.g. heterogeneous ECM, see [5]), however, within the nutrient dependent context of these simulations this is the only combination that results in invasion.

5.2 EHCA model results

For the EHCA model the switch in oxygen supply is equally timed and we allow the tumour to grow in a high oxygen concentration for $0 \leq t < 30$ then set the oxygen to its normal level for $30 \leq t < 60$, bring it back to high for $60 \leq t < 90$ and then finally set it to its normal level for $90 \leq t \leq 120$. This gives rise to two distinct regimes in the growth: one where there is no competition for oxygen, and one where the cells have to compete for the limited supply of oxygen. Consequently we expect to observe two separate regimes in the evolutionary dynamics. Each simulation was started with an initial population of 100 cells and these cells each have a unique genotype which is one mutational step away from the ancestral genotype. The baseline nutrient parameters of all cells in the simulation were set to $(k, h) = (5k_0, h_0)$, which corresponds to fingered growth in normal oxygen concentration (see Fig. 5).
**Growth dynamics**

The results of this experiment can be seen in Fig. 11, which shows the spatial distribution of cells for \( t = 30, 60, 90 \) and 120, and oxygen concentration for \( t = 60 \) and 120. The tumour starts growing with a rim of proliferating cells and a core of quiescent cells, but because the supply of oxygen is unlimited we do not observe the development of a necrotic core. On the other hand when the oxygen supply becomes limited at \( t = 30 \) the tumour has grown larger than the critical size at which it develops a necrotic core. This leads to widespread cell death in the entire tumour and only a few isolated island of subclones which can survive in the low oxygen concentration remain. These clones start proliferating and develop a fingering morphology towards the boundary of the domain, which is the source of the nutrient. When the oxygen is shifted up again we observe a rapid re-population of the previously necrotic core and a return to the previous morphology. At the second round of nutrient starvation we observe dynamics similar to the first occurrence: massive cell death followed by a fingered morphology.

The dynamics can also be followed in Fig. 12, which shows the time evolution of different cell states (proliferating, quiescent, dead) in the tumour. At the beginning of the simulation \( (0 \leq t < 30) \) we see a decrease in the fraction of proliferating cells, which is due to the fact that the area of the proliferating rim grows proportional to the radius \( R \), while the number of quiescent cells grow at a rate \( R^2 \) (proportional to
Fig. 12 The time evolution of different cell states in the cancer cell population for the oxygen switching experiment shown in Fig. 11. The different growth regimes can clearly be distinguished, where quiescent cells dominate the high oxygen, while dead and proliferating cells are most abundant during the low oxygen

the area). At $t = 30$ we observe a rapid increase of dead cells and a corresponding drop in quiescent cells. Now during the nutrient starved regime the proliferating cells outnumber the quiescent cells. This is due to the fingered morphology, where the cells reside on the tips of the fingers and the oxygen concentration drops so sharply that few cells can survive in a quiescent state. When the oxygen is returned to the high level ($t = 60$) the centre of the tumour is re-populated, which leads to a decrease in dead cells, which are being replaced by living cells. during the second phase of the oxygen poor regime ($t = 90$) we observe similar dynamics as the previous time.

**Evolutionary dynamics**

The evolutionary dynamics were measured by looking at the time evolution of the phenotypes in the population. By phenotype we mean a set of cells that behave in the same way, but are not necessarily of the same genotype (i.e. have the same network parameters). The behaviour of a genotype can be quantified by measuring the fraction of the input space that each of the corresponding responses occupy. This gives us a 3-dimensional vector $S = (P, Q, A)$, that we term the response vector, which reflects the behaviour of the cell. The initial cell has a response vector of $S = (0.67, 0.18, 0.15)$, which means that 67% of the input space corresponds to proliferation, 18% to quiescence and 15% to apoptosis. We now identify two cells as being of the same phenotype if their response vectors agree. In order to keep the number of phenotypes at a manageable level and to simplify the analysis of the phenotypes each entry of the response vector was binned into 10 equal sized bins (i.e. 0, 0.1, 0.2, etc.). This reduces the number of unique phenotypes in the simulation from approximately 350 down to 50.
The dynamics were also measured on the genotype level by looking at the Shannon index \[ H = -\frac{1}{\ln(N)} \sum_{i=0}^{N} (p_i \ln p_i) \] (1)

where \( p_i \) is the probability of finding genotype \( i \) in the population and \( N \) is the number of distinct genotypes present in the population. Here we consider the cells to have the same genotype if their response networks are identical. The Shannon index reaches its maximum of 1 when all existing genotypes are equally probable (i.e \( p_i = \frac{1}{N} \) for all \( i \)), and its minimum 0 when the population consists of only one genotype.

Figure 13a shows the time evolution of the phenotypes in the population, where the most dominant phenotypes have been highlighted and their response vectors have been included. In the initial oxygen rich environment we observe a co-existence of several phenotypes and smooth changes in the phenotype abundances. Some phenotypes clearly have a selective advantage and grow at the expense of other less successful phenotypes. Although most phenotypes exist in very small numbers we actually have 39 distinct phenotypes with non-zero abundance at \( t = 30 \) just before the oxygen is lowered to its normal level. At this point we see a radical change in the dynamics. Most striking is probably the fluctuations that the limited oxygen seems to induce. These are due to the fact that we now have a turn-over of cells due to cell death caused by the limited oxygen supply. After only a few time steps in the oxygen starved environment \( (t \approx 33) \) the number of distinct phenotypes has dropped to 4, and we evidently have a stronger selection pressure in this growth regime. By the end of the oxygen starvation the phenotype that was dominant at \( t = 20 \) has gone extinct and the population is now dominated by a phenotype that emerged during the oxygen starved growth. During the following oxygen rich period the dynamics return to the previous smooth behaviour and we see little change in the abundance of the dominant phenotypes. The second round of oxygen starvation again leads to increased competition and the previously

Fig. 13  a The time evolution of the number of phenotypes for the oxygen switching experiment shown in Fig. 11. The most abundant phenotypes have been highlighted and their response vectors are displayed. 

b The time evolution of the genotypic diversity in the population. The two growth conditions clearly affect the diversity, where we observe a higher genotypic diversity in the low oxygen environment
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dominant phenotype increases even further and occupies approximately 90% of the population at the end of the simulation.

This clearly shows that the evolutionary dynamics are different in the two growth regimes, and that they depend strongly on the oxygen supply. In the oxygen rich case the cells only have to compete for space, while when oxygen is limited the behaviour of the cells with respect to the oxygen concentration influences the fitness of a cell. This is reflected in the evolution of the response vector of the dominant phenotype. In the first oxygen rich period one of the dominant phenotypes has response vector \( S = (0.8, 0.1, 0.1) \), which means that it still has the capability to go into quiescence and apoptosis in some growth conditions. During the oxygen starved growth this phenotype declines and more aggressive phenotypes with smaller quiescence and apoptosis potential dominate. The second round of high oxygen again reflects the fact that space competition dominates this growth regime, but as soon as the oxygen is lowered the most aggressive phenotype \( S = (1, 0, 0) \) increases rapidly. This phenotype has completely lost the capability of remaining quiescent or going into apoptosis and can therefore be considered to be most aggressive phenotype possible. This suggests that competition for the limited oxygen creates a selection pressure towards more aggressive phenotypes with diminished quiescence and apoptosis potential that have a growth advantage in the poorly oxygenated environment.

If we now turn to the Shannon index in Fig. 13b we can see that this also is affected by the oxygen supply and exhibits distinct behaviour in the two growth regimes. Because the simulation is started with 100 different genotypes the Shannon index attains its maximal value of \( H(0) = 1 \). The diversity then decreases due to the growth of the tumour and the expansion of certain genotypes (see Fig. 13b). The reduction in Shannon index reflex the fact that the system evolves towards a situation where the tumour is dominated by a few genotypes. When the oxygen supply becomes limited we observe a sharp increase in the Shannon index. This implies that in the oxygen starved environment we have a more even genotype distribution where no dominant genotype exists. When the oxygen concentration is increased the diversity drops sharply and remains almost constant, but rapidly increases to the previous high value when oxygen becomes limited. From this we can conclude that the population in the oxygen starved environment can sustain a higher genetic diversity compared to the oxygen rich case and that this is due to the high selection pressure and cell turn-over that the low oxygen concentration induces.

These results are in sharp contrast to the phenotypic results and might even seem contradictory, but in order to explain this we must briefly discuss the difference between genotype and phenotype in the model. As mentioned before the genotype of a cell is determined from its network parameters, while the phenotype is determined from the outcome of the genotype or in other words the behaviour of the cell. This means that several genotypes can give rise to the same phenotype and this is the origin of the difference between the genotype and phenotype dynamics. The number of genotypes that existed in the simulation was approximately 600, while the number of clustered phenotypes only amounts to 50. Because selection only occurs at the phenotype level we can observe a high genotypic diversity in conjunction with a low phenotypic diversity. For example at \( t = 60 \) the Shannon index for the genotype distribution is \( H \approx 0.9 \) while the corresponding measure for the phenotype distribution...
is $H \approx 0.3$. The number of phenotypes naturally depends on how the phenotypes are binned, but the same analysis done with more bins showed similar dynamics (data not shown). We therefore appear to have a great deal of redundancy at the genotype level, i.e. the mapping from genotype to phenotype is not one-to-one, but many-to-one. This is also known to be true for real cells, where a single mutation in the genome does not necessarily give rise to a new phenotype.

5.3 Immersed boundary model results

We consider here the following three-stage scenario to determine the cell patterns arising in the low versus high nutrient concentrations. We initiate a simulation in the way described previously by embedding a cluster of viable cells into a uniform field of nutrient of optimal concentration and let the cells create a pattern as a consequence of their competition for nutrient. At this stage nutrient is only supplied once at the beginning of the simulation, it diffuses and is consumed by the cells. At the second stage we continuously supply nutrient of optimal concentration throughout the whole domain, such that all growing cells will be exposed to a nutrient concentration sufficient for their survival and will therefore only compete for space. At the third stage the nutrient supply will be cut off, thus again causing the viable cells to compete for nutrient and for free space.

Growth dynamics

We apply this three-stage scenario to a population of cells with a high nutrient consumption rate of $5k_0$ and a low hypoxic threshold of $2h_0$ from Sect. 4.3. The resulting patterns of growing tissue that arise in each growth stage are shown in Fig. 14. The right column shows nutrient concentrations in the whole computational domain corresponding to the neighbouring tumour snapshots. All other pictures show subpopulations of growing (red), quiescent (green) and hypoxic (blue) cells. Pictures in the top row show tumour growth in the low nutrient environment that takes place during the time corresponding to 11 average cell cycles. Initially the whole domain was filled with an optimal nutrient concentration for cell growth, but only cells in the outer rim can grow freely, whereas the inner cells are overcrowded and become quiescent, Fig. 14a. Initiation of finger-like sprouts with only a few growing cells located on the tips of fingers is a result of cell competition for nutrient. The growing cells are exposed to a higher nutrient concentration and proliferate continuously. The remaining cells are exposed to a low nutrient concentration, thus become hypoxic and non-responsive to proliferating factors, even if they have sufficient space for their growth, Fig. 14b. Further development of the finger-like tissue morphology is shown in Fig. 14c. Each tissue extension gains a few layers of cells, but cell growth is still restricted to the leading layer of cells. The steep gradient of nutrient shown in Fig. 14c1 confirms that growing cells take advantage of the higher nutrient concentration in their vicinity, whereas the remaining cells that are left behind are exposed to a depleted nutrient concentration. Results in the middle row show tumour growth after the change in nutrient supply, here, the nutrient is supplied at a constant rate in the whole computational domain over
Fig. 14 A three-stage scenario of tumour growth driven by a switching nutrient supply simulated using the IBCell model. **Top row** a–c tumour growth in the environment with low supply of nutrients, formation of finger-like cohorts of cells with cell growth restricted only to the tips is a result of cell competition for nutrients. **Middle row** d–f tumour growth in the environment with high supply of nutrients, tissue re-growth and expansion is an effect of lack of hypoxia, the emergence of a population of quiescent cells is due to cells competition for space only. **Bottom row** g–i tumour growth in the environment with low supply of nutrients—as in the top row, the formation of finger-like cohorts of cells with cell growth restricted only to the tips is due to cell competition for nutrients. The right column shows corresponding gradients of nutrients. An accompanying simulation movie is available as ESM.

a time corresponding to 15 average cell cycles. We assume that the hypoxic cells are not allowed to re-enter into the growing phase, therefore the outgrowth of the tumour tissue shown in Fig. 14d–f arises only from a few cells that have previously been growing on the tips of tissue fingers. In this case, however, the nutrient is available in high concentrations, so there is no hypoxia of newly born cells, and cell growth is only restricted by the availability of space that gives rise to the subpopulation of quiescent cells. An increase in the number of growing cells is clearly observed compared with the previous stage, and daughter cells fill the space previously left behind by the fingers that results in a re-growth of a solid mass of tumour cells. Figure 14f1 shows that there is no gradient in nutrient concentration, lower concentration is only visible along cell membranes due to the nutrient uptake through the membrane receptors of all cells. Figures in the bottom row show tumour growth after the nutrient supply has been cut off again. This is similar to the situation shown in the upper row, and here again cells compete with one another for both nutrient and space. Due to nutrient uptake almost all quiescent cells become hypoxic and only cells in the outer layer are still growing (Fig. 14g). Emergence of new finger-like sprouts of cells is again due to cell competition for nutrient (Fig. 14h–i). Figure 14i1 shows pronounced
nutrient gradients at the final stage of the simulation, corresponding to 14.5 average cell cycles.

The evolution of all three subpopulations of cells is shown in Fig. 15 starting from the initial time of the simulation that corresponds to 40 average cell cycles (the time needed to form an initial cluster) to the final time of 80 average cell cycles. All curves represent the percentage of cells in the whole tumour cluster. Three vertical lines indicate the times of change in nutrient supply, low denotes a one time supply, while high means constant nutrient supply; in both cases nutrients of optimal concentration are supplied in the whole computational domain. Since initially the cluster of cells is embedded into a homogeneous nutrient field of optimal concentration, no hypoxic cells are present, and cell classification into subpopulations of either quiescent or growing cells is based only on the amount of space available for their growth. However, due to high nutrient consumption the emergence of hypoxic cells is fast and they start to dominate the whole cluster after 2–3 average cell cycles, this is accompanied by extinction of the subpopulation of quiescent cells. Also the subpopulation of proliferating cells steadily diminishes reaching about 5% by the end of 11th cell cycle. After the change in nutrient supply from low to high, the percentage of growing and subsequently quiescent cells continuously increases reaching about 20% for growing and about 30% for quiescent cells after 15 cell cycles. The percentage of hypoxic cells decreases rapidly, however, their number is constant over this period, since the already hypoxic cells cannot re-enter into the growing phase and no new hypoxic cells emerge because the nutrient is available in high concentration. Upon the next switch to low nutrient supply, the subpopulation of growing cells decreases and all quiescent cells vanish after 2–3 cell cycles. The subpopulation of hypoxic cells again dominates the whole tumour cluster.

Receptor driven dynamics

Since initiation and progression of all cell life processes in this model are directly related to the activity of cell boundary points, we analyse here differences between
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**Fig. 15** Evolution of subpopulations of growing (red), quiescent (green) and hypoxic (blue) cells over the time corresponding to about 40 cell cycles from the simulation shown in Fig. 14. Three vertical lines indicate times of change in the form of nutrients supply.
growing and hypoxic cells in the context of their response to cues sensed by individual cell membrane receptors, both nutrient and growth specific. Two pictures in Fig. 16 show the same configuration of tumour cells that has arisen after about 3 average cell life cycles in the simulation presented in Fig. 14. This cell configuration shows emergence of first hypoxic cells along the still smooth tumour boundary. The left picture shows a distribution of nutrient specific cell membrane receptors together with the magnitude of nutrient sensed by each receptor separately (vertical lines). The right picture shows the distribution of growth membrane receptors together with directions of expansion of all growing cells (arrows). Comparison of these two pictures confirms that the concentration of oxygen sensed by cell membrane receptors is higher at these boundary points that directly face the extracellular matrix and almost completely depleted at the points inside the tumour that are in contact with receptors of other cells. It is also clear from the left picture that hypoxic cells (blue) sense much smaller concentrations of oxygen than their growing neighbours (red). Note, however, that separate cells sense the same concentrations along common or near-by cell boundaries (vertical lines have the same length). From the right picture it is evident that growing cells expand mostly toward the space available in the extracellular matrix, and that cell–cell adhesive connections prevent cell growth. Two newly emerged hypoxic cells located on the boundary of the tumour cluster (indicated by triangles) still have access to a relatively high concentration of oxygen, but not high enough for cells to remain viable. The change in cell phenotype is a result of a direct competition for space between neighbouring cells. The nearby growing cells can expand faster due to their larger percentage of growth receptors, they also consume more oxygen leading subsequently to the depletion of nutrients in the vicinity of cells that grow slower and have been pushed behind the leading front. Once some cells gain such a growing advantage they expand faster forming the finger-like tissue extensions. In this model we assume that each membrane water channel used to transport the fluid into the growing cell has the same capacity, therefore the amount of the transported fluid and the speed of cell expansion are similar for each boundary growth receptor and do not depend on the nutrient concentration. In some sense the cells that dominate growth in the oxygen poor (fingering) regime are the most aggressive, i.e. they have less cell–cell adhesion and more growth receptors.

Fig. 16 Distribution of cell boundary points used as nutrients-specific membrane receptors in the IBCell model, the magnitude of nutrients concentration sensed by each receptor is shown as vertical lines (left picture); and as growth-specific receptors to sense free space in cell vicinity, directions of cell expansion are shown as arrows (right picture). Hypoxic cells are shown in blue, growing cells in red, one dividing cell (red in the top right corner) is not expanding (right picture), but still senses high concentration of oxygen (left picture)
This results in their faster growth and thus wider access to higher nutrient concentrations that are in turn used by the fast expanding cells leaving other cells in the vicinity depleted of nutrient that subsequently results in their growth suppression and hypoxia.

6 Theoretical discussion and conclusions

In this paper we have examined in detail the intimate relationship between the tumour nutrient microenvironment and the emergence of an invasive tumour morphology. In particular we considered the effects of changing metabolism parameters and nutrient availability. In both of these situations we observed tumour fingering, when metabolism was high or when nutrient availability was low. Intriguingly we were able to reproduce this behaviour over a range of parameters using three different models. Each of these models is single-cell-based and therefore allows us to vary specific cell parameters (such as cell metabolism, membrane receptors dynamics or genetic mutations) in each cell individually. All three models are also hybrid since they couple the discrete description of individual cells with a continuous description of the extracellular matrix and external factors, such as nutrient or enzyme concentrations. Moreover, all models can handle biological phenomena occurring over a range of spatial and temporal scales, such as membrane protein redistribution, cell life processes or genetic mutations. However, there are important differences between the models as each of them incorporates some biological phenomena not present in the others. Both the HDC and EHCA models consider cells as single lattice sites and IBCell represents cells as fluid filled elastic deformable membranes. Both the HDC and IBCell models include the effects of cell–cell adhesion, whereas EHCA does not, however it could be extended in this way. Both the EHCA and IBCell models are only proliferation driven whereas HDC is both proliferation and migration driven, and incorporates the effects of cell haptotaxis. All three models use oxygen as an external factor influencing cell responses, however the oxygen dynamics including production and consumption are different in all three models. Nevertheless, even with the differences in scale, technique and model assumptions we obtained strikingly similar results. The clear conclusion is that the invasive fingering morphology is not model or scale specific but emerges from the competition between cells for limited nutrients.

The morphologies obtained for high consumption rates are similar to those seen in diffusion limited growth processes like viscous fingering [29], electro-chemical deposition [56] and diffusion-limited aggregation DLA [91]. This is because the growth of the tumour under high consumption rates may be considered as similar to diffusion limited growth. In those processes the interface is advanced at a rate proportional to the gradient of a field \( u \) that satisfies Laplace equation \( \nabla^2 u = 0 \) outside the structure with the boundary condition \( u = 0 \) at the interface. The assumption that the diffusion of oxygen is much faster than the cellular dynamics (e.g. proliferation) implies that the oxygen field is in a quasi-stationary state and thus satisfies \( \nabla^2 c(x, t) \approx 0 \). If we also assume a high consumption rate the oxygen field approximately satisfies \( c(x, t) = h \) at the tumour boundary. In this case growth is possible only where the
tumour penetrates into the oxygen rich environment, i.e. the points where the flux $|\nabla c(x, t)|$ of oxygen into the tumour is large. This only appears to occur at the tips of the fingers, where proliferating cells consume the nutrients. From this perspective the two growth processes are similar and not surprisingly they give rise to similar morphologies. When the oxygen consumption is reduced, the gradient of the oxygen fields become smoother and growth occurs more uniformly on the boundary. When the consumption is low the growth is almost completely uniform and corresponds to Eden like growth [34], where the probability of cell division is equal for all cells on the boundary. Changing the oxygen consumption rate (or the background oxygen level) thus corresponds to changing the growth probability distribution of the proliferating population on the boundary.

What also can be observed from the results is that the fingering only occurs when the proliferating rim contains only a few layers of cells. In fact it has been shown that for a simplified version of EHCA model (without the evolutionary component) the morphology of the tumour is determined by the width $d$ of the proliferating rim [41]. When $d$ is large the growth is stable and this results in a compact morphology, but when $d$ decreases the growth becomes unstable leading to a fingered tumour morphology. For this simplified model the width $d$ is given by

$$d \sim \frac{1 - h}{\tau k},$$  \hspace{1cm} (2)

where $\tau$ is the cell proliferation age.

This shows that both the consumption rate $k$ and the apoptotic threshold $h$ affect $d$ and it is therefore not surprising that increasing these parameters leads to branched growth. The width of the proliferating rim and its dependence on key model parameters has been considered previously from a purely continuous perspective [20–23].

However, what should be emphasised is the fact that the emergence of tumour fingering also went hand in hand with the selection of more aggressive phenotypes. The evolutionary dynamics produced several intriguing results and most of these were from the oxygen switch computations of Sect. 5. During the initial phase of these simulations whilst all cells are capable of proliferating only those on the outer boundary actually proliferate, due to the physical constraints of space availability. Even so the tumour population contains many phenotypes with varying degrees of aggressiveness. This all changes when the first low oxygen switch occurs, as this results in a large percentage of the population becoming growth arrested or being removed due to either hypoxia, necrosis or apoptosis. The remaining living cells are mainly dominated by a single aggressive phenotype which rapidly takes over and produces the fingering morphology typical of the low nutrient environment. As expected a smooth noninvasive morphology emerges during the second high oxygen switch. However, unexpectedly the noninvasive tumour population continues to be dominated by the same aggressive phenotype that produced the fingering morphology. In the final low oxygen phase, fingering reappears and again the same aggressive phenotype dominates. One important implication from these results is that tumour invasion, as represented by fingering, will only emerge if the right combination of tumour phenotypes and microenvironment occurs, i.e. context matters.
Another unexpected result is that the tumour cell genotypic diversity and the number of distinct phenotypes appear to be inversely correlated in the EHCA model. A unique property of this model is that it can distinguish between genotypes and phenotypes and simultaneously track them in the tumour population. In the oxygen poor microenvironment the number of tumour phenotypes rapidly drops whereas the genotypic diversity rapidly increases. The only explanation for this result is that several genotypes can give rise to the same phenotype. We therefore have a large degree of redundancy at the genotype level, i.e. the mapping from genotype to phenotype is not one-to-one, but many-to-one. This is also possible in real cells, where genomic mutations maybe silent and do not necessarily give rise to a new phenotype.

Many of these results revolve around the analogy that the switch from a non-invasive to an invasive tumour can be captured via a change in morphology, i.e. the emergence of finger like protrusions implies an invasive tumour. Figure 17 shows a section of a real invasive tumour boundary where the fingering morphology is clearly visible. Admittedly the fingers are somewhat less clearly defined in comparison to some of the simulations results in Sect. 4, but they do nonetheless capture the invasive leading edge as well as the difference in structure when compared to the noninvasive form (which would be a solid smooth mass). Whilst the relationship between fingering and invasion in real tumours remains to be formally defined, it is not uncommon to observe this phenomena in invasive tumours, however, other features, as yet unquantified, may also contribute to the invasive process.

7 Biological implications

In a general sense, views on cancer invasion in the experimental biology community can be coarsely divided into cell-centric or gene-centric. In a cell-centric view, cancer
cells become invasive because a particular state of differentiation, which happens to be infiltrative into surrounding tissue, is evoked by some external or internal factor, be it the microenvironment or some inappropriate developmental state. In this scenario, it appears as if, during cancer progression, some cells have somehow acquired the "invasive phenotype" ("malignant" cells). In a gene-centric view, particular combinations of gene activities, e.g., produced by accumulating mutations, translate into cells becoming invasive, whether or not this is in part due to some inappropriately evoked developmental program. These two views, polarised for the purpose of this discussion, are not really that different, though they lead to distinct experimental approaches to study invasion. Cell-centric view experimentalists will look for differentiating factors, gene-centric ones for molecular signatures of invading cells. They are not different, though, in the sense that they both consider invasion a property of the cancer cell, whether it is derived from a pre-assembled program inappropriately recalled (a developmental differentiated state), or an unfortunate molecular combination.

One major limit of both of these views is that they cannot explain why the outcome of malignant tumours is inescapably invasion. In this paper, we have brought forward arguments based on simulations that support a distinct view: invasion is an emergent property of the cancer progression process itself and not a property of the individual tumour cells. More specifically, the simulations of the 3 different models suggest that invasion is an outcome of microenvironment induced (or constrained) cancer cell population dynamics. In our case, dynamics were driven by differential proliferation induced by low nutrient conditions. It is not excluded, though, that other factors, such as matrix or proteases, may ignite population changes that inescapably lead to invasion.

To be clear, our simulations indicate that there is nothing intrinsically invasive about an invading cancer cell. While it requires certain properties in order to invade (e.g., proliferate, downregulate cell adhesion, or upregulate movement), these properties do not make a cell invasive. It is the competition between cells induced by a given microenvironment that produces a tumour cell population with invasive properties. This competition can only occur if there exists either variation within the cell population and/or variation within the microenvironment. It is important to note that variation within the cell population may be driven by several distinct (not necessarily mutually exclusive) mechanisms including, phenotypic variability (induced by genetic mutation, epigenetic gene regulation), phenotypic plasticity (natural capacity of a cell to modify its phenotypic traits) and noise inherent within cell biological systems. It can therefore be concluded that invasion is an emergent property of malignant tumours at the tissue scale and not the cell scale.

Appendix A: Hybrid discrete-continuum model

We will base our mathematical model on generic solid tumour growth and focus on four key variables involved in tumour cell invasion, namely; tumour cell density (denoted by $n$), matrix degrading enzyme (MDE) concentration (denoted by $m$), ECM concentration (denoted by $f$) and oxygen concentration (denoted by $c$). The following
system of coupled nonlinear partial differential equations describes the dynamics of the tumour cells, ECM, MDEs and oxygen,

\[
\begin{align*}
\frac{\partial n}{\partial t} &= D_n \nabla^2 n - \chi \nabla \cdot (n \nabla f), \\
\frac{\partial f}{\partial t} &= -\delta m f, \\
\frac{\partial m}{\partial t} &= D_m \nabla^2 m + \mu n - \lambda m, \\
\frac{\partial c}{\partial t} &= D_c \nabla^2 c + \beta f - \alpha c,
\end{align*}
\]

where $D_n$, $D_m$ and $D_c$ are the tumour cell, MDE and oxygen diffusion coefficients, respectively, $\chi$ the haptotaxis coefficient and $\delta$, $\mu$, $\lambda$, $\beta$, $k$ and $\alpha$ are positive constants. We should also note that cell–matrix adhesion is modelled here by the use of haptotaxis in the cell equation i.e. directed movement up gradients of ECM. Therefore $\chi$ maybe considered as relating to the strength of the cell–matrix adhesion. Since this model has already been published [5] we will not discuss its derivation here. We assume that the ECM, oxygen, tumour cells and consequently the MDEs, remain within the domain of tissue under consideration and therefore no-flux boundary conditions are imposed.

**Discrete model**

The HDC technique (see [4–8,10–12]) will be used to model the individual tumour cells and their interactions with one another and the continuum variables in the system (3). This first involves discretising (using standard finite-difference methods) the system of partial differential equations (3). We then use the resulting coefficients of the finite-difference stencil to generate the probabilities of movement of an individual cell in response to its microenvironment, further details can be found in [4]. As an illustration of the technique we only consider the tumour cell equation and discretise (3) in two spatial dimensions using central finite difference approximations to obtain the following,

\[
n_{i,j}^{q+1} = n_{i,j}^q P_0 + n_{i+1,j}^q P_1 + n_{i-1,j}^q P_2 + n_{i,j+1}^q P_3 + n_{i,j-1}^q P_4,
\]

where the subscripts specify the location on the lattice and the superscripts the time steps. That is $x = i \Delta x$, $y = j \Delta x$ and $t = q \Delta t$ where $i$, $j$, $\Delta t$, $q$ and $\Delta x$ are positive parameters.

The central assumption of the HDC technique is that the five coefficients $P_0$ to $P_4$ from (4) can be thought of as being proportional to the probabilities of a cell being
stationary or moving to one it four orthogonal neighbours. The coefficient $P_0$, which is proportional to the probability of no movement, has the form,

$$P_0 = 1 - \frac{4 \Delta t D_n}{\Delta x^2} - \frac{\Delta t \chi}{\Delta x^2} \left( f_{i+1,j}^q + f_{i-1,j}^q - 4 f_{i,j}^q + f_{i,j+1}^q + f_{i,j-1}^q \right),$$

and the coefficients $P_1$, $P_2$, $P_3$ and $P_4$, which are proportional to the probabilities of moving west, east, south and north respectively, have the forms,

$$P_1 = \frac{\Delta t D_n}{\Delta x^2} - \frac{\Delta t \chi}{4 \Delta x^2} \left[ f_{i+1,j}^q - f_{i-1,j}^q \right], \quad P_2 = \frac{\Delta t D_n}{\Delta x^2} + \frac{\Delta t \chi}{4 \Delta x^2} \left[ f_{i+1,j}^q - f_{i-1,j}^q \right],$$

$$P_3 = \frac{\Delta t D_n}{\Delta x^2} - \frac{\Delta t \chi}{4 \Delta x^2} \left[ f_{i,j+1}^q - f_{i,j-1}^q \right], \quad P_4 = \frac{\Delta t D_n}{\Delta x^2} + \frac{\Delta t \chi}{4 \Delta x^2} \left[ f_{i,j+1}^q - f_{i,j-1}^q \right],$$

where the subscripts specify the location on the grid and the superscripts the time steps and $i$, $j$, $\Delta t$, $q$ and $\Delta x$ are positive parameters. From the above probabilities we see that if there were no ECM the values of $P_1$ to $P_4$ would be equal, with $P_0$ smaller (or larger, depending on the precise values chosen for the space and time steps) i.e. there is no bias in any one direction and the tumour cell is less (more) likely to be stationary—approximating an unbiased random walk. However, if there are gradients in the ECM, haptotaxis contributes to the migration process and the coefficients $P_0$ to $P_4$ will become biased towards the direction of increased ECM concentration. The motion of an individual cell is therefore governed by its interactions with its local ECM environment but will also be modified by interactions with other tumour cells.

**Individual-based processes**

In addition to having the ability to move each cell has a collection traits that define its phenotype and describe how the cell will behave. The specific traits we consider are proliferation age, oxygen consumption, MDE production, haptotaxis coefficient and cell–cell adhesion. We have chosen these specific traits based on the current views of the invasive phenotype [42]. In the following paragraphs we discuss some of the key processes and traits involved in the HDC model of invasion (see [4] more detail discussion).

**Cell–cell adhesion** To model cell–cell adhesion explicitly we assume each cell has its own internal adhesion value ($A_i$), i.e. the number of neighbours that it will preferentially adhere to. We therefore examine the number of external neighbours each cell has ($A_e$) and if $A_e \geq A_i$ then the cell is allowed to migrate, otherwise it remains stationary.

**Death** For the tumour cell to survive it requires sufficient oxygen, since some tumour cells have been found to survive in very poorly oxygenated environments, we make the assumption that the concentration has to drop to $h$ for cell death to occur. This assumption is also applied to quiescent tumour cells.
**Proliferation** An individual cell will produce two daughter cells as a result of mitosis provided: (1) the parent cell has reached maturity (see mutation paragraph) and (2) there is sufficient space surrounding the parent cell for the two new daughter cells to occupy. In order to satisfy condition (2), we assumed that one daughter cell replaces the parent cell and the other daughter cell will move to any one of the parent cell’s four orthogonal neighbours that is empty. If no empty neighbours exist then the cell becomes quiescent and proliferation is delayed until space becomes available. Quiescent cells are assumed consume half the oxygen of normal cells.

**Production/degradation** Since we are modelling individual tumour cells we must consider production and consumption of MDE and oxygen at the level of a single cell. In the continuum model Eq. (3) we have these rates as being proportional to the tumour cell density. Now these terms will only be active at a specific lattice point if a tumour cell is occupying that point (i.e. we take \( n = 1 \)) otherwise they will be zero (i.e. we take \( n = 0 \)).

**Mutation** Here we shall consider 100 randomly defined phenotypes, each phenotype has an equal probability of being selected. A cells phenotype consists of a randomly selected, proliferation age (\( \text{Phen}_{\text{age}} = 8 - 16 \text{ h} \)), O\(_2\) consumption (\( \text{Phen}_{\text{O}_2} = k - 4k \)), MDE production (\( \text{Phen}_{\text{mde}} = \mu - 4\mu \)), haptotaxis coefficient (\( \text{Phen}_{\text{taxis}} = \chi - 4\chi \)) and adhesion value (\( \text{Phen}_{\text{A}} = 0 - 3 \)). In most cases the range of values each parameter can take to define the phenotype were chosen to represent biologically realistic limits. Each cell is initially assigned the values of one of the hundred randomly selected phenotypes and for each subsequent proliferation there is a small probability (\( P_{\text{mutat}} \)) of further mutations occurring which will lead to another randomly selected phenotype and so on.

**Simulation process for the hybrid discrete-continuum model**

Each time step of the simulation process involves solving the discrete form of the system (3) numerically to generate the five coefficients \( P_0 \) to \( P_4 \). We then normalise these coefficients to obtain five corresponding final probabilities of motion, where normalisation simply means division by the total of the five coefficients. Probability ranges are then computed by summing the coefficients to produce 5 ranges, we then generate a random number between 0 and 1, and depending on the range which this number falls in, the current individual tumour cell under consideration will remain stationary or move to one of its orthogonal neighbours at each time step. This is provided the conditions imposed by cell–cell adhesion are satisfied. Once movement has occurred then the other individual based processes are considered and may result in cell death or proliferation and mutation.

**Parameters**

The time step in the simulation was set to \( \Delta t = 5 \times 10^{-4} \) and the space step to \( \Delta x = 2.5 \times 10^{-3} \) giving a grid size of \((i, j) = (400, 400)\). The mutation probability
is set to $P_{\text{mutat}} = 0.01$. The background oxygen concentration was set to $c_0 = 1.7 \times 10^{-8}$ mol O$_2$ cm$^{-2}$ [5] and and the base oxygen consumption rate was taken to be $k_0 = 2.3 \times 10^{-16}$ mol cell$^{-1}$ s$^{-1}$ [38]. The necrotic switch level $h_0$ is assumed to be $5\%$ of the initial oxygen concentration. For a complete list of parameters and how they were chosen see [5].

Appendix B: Evolutionary hybrid cellular automata model

The cell

Each cell on the grid is equipped with a decision mechanism, which determines the behaviour of the cell based on the cell genotype and the micro-environment in which it resides. The decision mechanism is modeled using an artificial feed-forward neural network [43]. The input to the network is the number of neighbours of the cell and the local oxygen concentration. The reason for this choice is that cancer cells often show weaker response to hypoxia-induced apoptosis [52] and that they tend to adhere less to their neighbours [25]. This implies that the input vector $\xi$ will have two components, $\xi = (n(x, t), c(x, t))$. The phenotype of the cell is then determined by the output of the network. In our model the output nodes represent the response for proliferation, quiescence and apoptosis. As these three form a group of mutually exclusive behaviours (a cell cannot perform these responses simultaneously) the behaviour with the strongest response is chosen from these three, we call this the life-cycle response. If the proliferation node has the strongest response the cell divides and produces a daughter cell, if the quiescence node has the strongest response the cell remains dormant and if the apoptosis node is strongest then the cell dies via apoptosis.
The network modulates the metabolism of the cell in two separate ways: Firstly the strength of the life-cycle response determines the overall energy consumption of the cell, secondly the oxygen consumption is lowered if the cell is quiescent. A graphical representation of the response network can be seen in Fig. 18. The output of the network is deterministic and depends only on the environmental input and the network parameters. These define the strength of connections between the different nodes and are represented as two matrices $w, W$ and two threshold vectors $\theta$ and $\phi$. When the cells divide the network parameters are copied to the daughter cell under mutations. The number of mutations that occur in the daughter cell network parameters is chosen from a Poisson distribution with parameter $p$. These mutations are then randomly distributed over the matrices and the incorrect copying is modeled by adding a normal distributed number $s \in N(0, \sigma)$ to the daughter cell matrix or threshold entry, which means that $x \rightarrow x + s$, for those entries $x$ that are chosen for mutation. Mutations alter the connection strength between the nodes, which in turn changes how the cells respond to the micro-environment. If for example a mutation occurs in a connection that links the oxygen concentration with the apoptosis node this changes how the cell responds to the local oxygen concentration.

Oxygen field

We only consider an oxygen field in the model and focus on how the oxygen impacts upon the growth and evolutionary dynamics of the model. A further simplification is that we neglect the decay of the oxygen and that we include the production of oxygen at the domain boundary by applying Dirichlet boundary conditions with constant functions. These boundary conditions are meant to imitate a situation were the tissue is surrounded by blood vessels, with constant nutrient concentrations, that supply the tumour with oxygen. This gives the equation that describes the oxygen field a simple form, similar to those in the models of [65] and [35]. The time evolution of the oxygen field (5) is governed by the following partial differential equation,

$$\frac{\partial c(x, t)}{\partial t} = D_c \Delta c(x, t) - f_c(x, t)$$

(5)

where $D_c$ is the diffusion constant of oxygen and $f_c(x, t)$ gives the individual cell oxygen consumption rate for the cell at position $x$ at time $t$. The oxygen field is solved on a grid of the same step size as the cells using an ADI-scheme [72]. This choice of space step implies that the consumption term in (5) is determined by each individual cell, and $f_c(x, t)$ is thus defined in the following way,

$$f_c(x, t) = \begin{cases} 
0 & \text{if the automaton element at } x \text{ is empty, i.e. no tumour cell at that lattice point} \\
 kF(x) & \text{if the automaton element is occupied, i.e. tumour cell exists at that lattice point} 
\end{cases}$$

(6)

where $k_0$ is the base consumption rate and $F(x)$ is the modulated energy consumption of the individual cell occupying the automaton element at $x$. 
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Cellular automaton

The two-dimensional tissue under consideration is represented by a $N \times N$ grid. Each grid point can either be occupied by a cancer cell or be empty and also holds the local concentration of oxygen. The grid is characterised by a grid constant $d$, which determines the size of the cells. The grid points are identified by a coordinate $x = \Delta x(i, j) i, j = 0, 1, \ldots, N - 1$. The chemical concentrations interact with the cells according to cellular consumption rates and are given appropriate initial and boundary conditions. Each time step the chemical concentrations are solved using the discretised equations and the tumour cells are updated in a random order. Every time step each cell is updated as follows:

(i) The input vector $\xi$ is sampled from the local environment (i.e the grid point where the cell resides).

(ii) A response $R = R(\xi, G)$ is calculated from the network, where $G$ represents the genotype of the cell, i.e. the network parameters.

(iii) The cell consumes oxygen according to its behaviour. If there is not sufficient oxygen present the cell dies from necrosis.

(iv) The life-cycle action determined by the network is carried out:
   - If proliferation (P) is chosen, check if the cell has reached proliferation age and if there is space for a daughter cell. If both are true the cell divides and the daughter cell is placed in a neighbouring grid point, if not the cell does nothing.
   - If quiescence (Q) is chosen the cell becomes quiescent.
   - If apoptosis (A) is chosen the cell dies.

If a cell dies from either apoptosis or necrosis it is no longer updated. Although the two death processes occur in different ways we will for simplicity treat them equally and consider the grid point where the cell resided empty in the next time step.

Parameters

The initial network, which is used as a “seed” in every simulation, is chosen so that the behaviour of the cell resembles that of an initial cancer cell phenotype. The response of the network therefore has to capture the essential behaviour of real cancer cells. The important features that we want to capture are: (1) cells should perform apoptosis if the oxygen concentration $c(x, t)$ falls below a certain threshold $h$; (2) cells should not divide if there is no space for the daughter cell (contact inhibition), i.e. if $n(x, t) > 3$. The value of $h$ is difficult to estimate as it depends on the cell type under consideration, but measurement performed in several types of tumours reveal that the oxygen concentration in the necrotic centre of the tumour is 0.5–30% of the concentration in the surrounding tissue [19]. We therefore estimate $h_0$ to be 10% of the initial oxygen concentration. A network that satisfies the above specifications was constructed and was used as a starting point in every simulation. The background oxygen concentration was set to $c_0 = 1.7 \times 10^{-8}$ mol O$_2$ cm$^{-2}$ [5] and and the base oxygen consumption rate was taken to be $k_0 = 2.3 \times 10^{-16}$ mol cell$^{-1}$ s$^{-1}$ [38].
The grid size was set to $N = 300$, which means that we can simulate a tumour of radius 150 cells, which if we assume radial symmetry in a three-dimensional setting would correspond to a tumour consisting of approximately $150^3$ or 3 million cells. The time step in the simulation was set to $\Delta t = 10^{-1}$ and the space step to $d = 0.0025$. The mutation probability is set to $p = 0.01$ [5] and the mutation strength to $\sigma = 0.25$. For the full list of parameters and an in-depth description of the model please consider [40].

Appendix C: Immersed boundary model

This model is based on the immersed boundary method and couples the mechanics of elastic cells, the viscous incompressible fluid in which the cells sit and the kinetics of nutrients distributed in the whole domain. Fluid flow is influenced by sources and sinks used to model transport of fluid across the cell membranes, as well as forces generated by the deforming elastic cell boundaries, while at the same time all elastic bodies move at the local fluid velocity. The nutrients are degraded in the local neighbourhood of all cells, and the cell behaviour depends on the total concentration of nutrients sensed by the host cell from the surrounding extracellular matrix. The immersed boundary method was introduced by Peskin to model blood flow around heart valves [69, 70], and then it was successfully applied to many different problems involving fluid-structure interactions; compare [71, Sect. 9]. The immersed boundary model of growing cells has been used previously to investigate folding of the trophoblast tissue [81], development of early avascular tumours [76], emergence of tumour microregions [75], formation of different patterns of ductal carcinoma in situ [80], and cell self-arrangement into an epithelial acinus [78, 79].

Governing equations

Since we are interested here in mechanisms that lead to the formation of invasive sprouts of cells from a solid mass of tumour tissue, it is sufficient to carry on all simulations in one quarter of a typical growth domain only, and to initiate all simulations from a predefined circular configuration of viable cells. This effective simulation domain is embedded into a slightly larger computational domain where the fluid and nutrient equations are solved. The nutrient is distributed in the whole computational domain—outside and inside the cells, however, its uptake takes place only in a local environment around cell membrane receptors, and these local values are also used to determine the total nutrient concentration sensed by the cell. This significantly reduces computational cost of all simulations, but still allows us to focus on the mechanisms of cell growth and cell competition for nutrients. An extension of this model to the whole domain is, however, straightforward (compare [75–77]).

The model is defined on a two-dimensional domain $\Omega$ with fixed Cartesian grid $\mathbf{x} = (x_1, x_2)$ that is common for the fluid and nutrient variables. The elastic membranes of all cells form a collection $\Gamma = \{\Gamma_i\}$ of closed curves $\Gamma_i$ defined in the curvilinear coordinates $\mathbf{X}_i(l, t)$, where $l$ is a position along the boundary of the $i$th cell. The fluid inside and outside the cells is modelled as a homogeneous continuum with the same constant density $\rho$ and viscosity $\mu$. We assume that the fluid motion is governed by
the Navier–Stokes equations (Eq. 7), where $p(x, t)$ is the fluid pressure, $u(x, t)$ is
the fluid velocity, the external force density $f(x, t)$ is defined at the boundaries of all
cells (Eq. 9), and the source-sink distribution $s(x, t)$ is taken around all growing cells
(Eq. 10). The continuity equation with a source term (Eq. 8), describes the law of mass
balance, where the source distribution $s(x, t)$ is identically equal to zero on the whole
fluid domain except at the point sources and sinks that are used to model cell growth.
Conservation of mass must be preserved globally in the fluid domain $\Omega$ at each time $t$; that is, $\int_{\Omega} s \, dx = \rho \int_{\Omega} (\nabla \cdot u) \, dx = 0.$

$$\rho \left( \frac{\partial u(x, t)}{\partial t} + (u(x, t) \cdot \nabla) u(x, t) \right)$$

$$= -\nabla p(x, t) + \mu \Delta u(x, t) + \frac{\mu}{3\rho} \nabla s(x, t) + f(x, t), \quad \text{(7)}$$

$$\rho \nabla \cdot u = s(x, t), \quad \text{(8)}$$

$$f(x, t) = \sum_i f_i(x, t) \quad \text{where} \quad f_i(x, t) = \int_{\Gamma_i} F_i(l, t) \delta(x - X_i(l, t)) \, dl,$$

and $F_i(l, t) = \sum_\alpha F_{\alpha(i)}(l, t),$

and $F_{\alpha(i)}(l, t) = F_\alpha \frac{\|X_{i,k}(t) - X_{i,l}(t)\| - L_\alpha}{\|X_{i,k}(t) - X_{i,l}(t)\|} (X_{i,k}(t) - X_{i,l}(t)), \quad \text{(9)}$

$s(x, t) = \sum_i s_i(x, t)$

where $s_i(x, t) = \sum_{k \in \Xi^+_i} S^+(Y^+_{i,k}, t) \delta(x - Y^+_{i,k}) + \sum_{k \in \Xi^-_i} S^-(Y^-_{i,k}, t) \delta(x - Y^-_{i,k}),$

and $\sum_{k \in \Xi^+_i} S^+(Y^+_{i,k}, t) + \sum_{m \in \Xi^-_i} S^-(Y^-_{i,m}, t) = 0.$

and $S^+(Y^+_{i,k}, t) = \begin{cases} S^+_0, & \text{if } \sum_l c(X_i(l, t), t) > h \\ 0, & \text{otherwise.} \end{cases} \quad \text{(10)}$

$$c(X_i(l, t), t) = \int_{\Omega} c(x, t) \delta(x - X_i(l, t)) \, dx. \quad \text{(11)}$$

$$\frac{\partial X_i(l, t)}{\partial t} = u(X_i(l, t), t) = \int_{\Omega} u(x, t) \delta(x - X_i(l, t)) \, dx. \quad \text{(12)}$$

$$\frac{\partial c(x, t)}{\partial t} = \mathcal{D} \Delta c(x, t) - k \frac{c(x, t)}{\kappa + c(x, t)} \chi(\Theta_F),$$

$$c(x, t_0) = c_0 \quad \text{for } x \in \Omega,$$

$$c(x, t) = c_0 \quad \text{for } x \in \partial \Omega \quad \text{and} \quad t \geq t_0. \quad \text{(13)}$$
Interactions between the fluid and the material points of all immersed bodies are defined in Eqs. (9)–(12). Here, the boundary forces $F_i(l, t)$ in the $i$th cell $X_i(l, t)$ represent the sum of different contractive-repulsive forces arising from elasticity of the cell plasma membrane, division of the host cell into two daughter cells and from interactions between distinct cells. Each of them satisfies Hooke’s law with a constant resting length $L_\alpha$ and a constant spring stiffness $F_\alpha$, where $\alpha$ denotes one of the acting forces. These forces are applied directly to the fluid in a $\delta$-layer region around the boundary $Γ_i$ of the $i$th cell (Eq. 9), where $δ$ is a two-dimensional Dirac delta function: $δ(x) = δ(x_1)δ(x_2)$.

The fluid sources $S^+(Y_{i,k}^+, t)$ and sinks $S^-(Y_{i,k}^-, t)$ are distributed at the discrete collections $Ξ_p^i$ of points $Y_{p,i,k}$ (where $p = +$ or $p = -$, respectively), located along the cell boundary $Γ_i$ within the cell local microenvironment $ΘΓ_i$, that is $Ξ_p^i ⊂ ΘΓ_i = \bigcup X_i(l, t) ∈ Γ_i \{x : ∥x - X_i(l, t)∥ < ε\}$. They are used to model transport of the fluid through the membrane of a growing cell in such a way, that fluid introduced in the sources $Y_{i,k}^+$ inside the cell is balanced by the loss of fluid in the sinks $Y_{i,k}^-$ outside the cell membrane for each growing cell separately. These source and sink contributions are then transmitted to the surrounding fluid using the Dirac delta function (Eq. 10).

In this model, the growth and survival of each cell depend on the concentration of nutrients $c$ in the cell vicinity. Therefore, the activation of fluid sources in the $i^{th}$ cell takes place when the total concentration of nutrients at all boundary points of that cell exceeds the prescribed threshold value $h$. The value of $c$ at the material point $X_i(l, t)$ is equal to its local concentration around that point (Eq. 11). The strength of each balancing fluid sink $S_{-}(Y_{i,m}^-, t)$ is determined for each host cell separately to balance the total source distribution in that cell (Eq. 10).

The no-slip condition of a viscous fluid implies that the material points on cell boundaries are carried along with the fluid (Eq. 12).

The kinetics of $c$ includes a constant source of value $c_0$ continuously applied at the domain boundaries, uniform diffusion of $c$ in the whole computational domain (with the diffusion coefficient $D$), and its degradation defined using the Michaelis–Menten formulation (with constants $k$ and $κ$) that takes place within the local microenvironment of all cells $ΘΓ_i = \bigcup_i ΘΓ_i$. It is also assumed that initially the whole computational domain $Ω$ is filled uniformly with an optimal concentration $c_0$ (Eq. 13).

**Model implementation**

The model has been implemented using finite difference schemes for fluid and nutrient equations discretised on a common regular grid. The Navier-Stokes equations have been solved using the fast Fourier algorithm. Interactions between the fluid-nutrient grid and the material points of immersed bodies have been implemented using a bell-shaped discrete approximation to the Dirac delta function of bounded (16 points) support. The general algorithm includes: (1) determine growing cells by inspecting the total concentration of nutrients in their microenvironments; update the level of nutrients concentration by computing rates of its diffusion and consumption by individual cells; (2) calculate the total force density from the configuration of cell boundaries; spread...
those values to the neighbouring grid points to determine the forces acting on the fluid; (3) determine the source-sink distribution at points located along the boundaries of all growing cells; spread these values to the neighbouring grid points to find the local expansion rate on the fluid; (4) solve the Navier–Stokes equations for the fluid velocity field. (5) interpolate the fluid velocity field to each immersed boundary point and compute their new positions by moving them at the local fluid velocity using a forward Euler scheme. More details about this numerical implementation and physical parameters can be found in [81, 75–77].

Parameters

Initially all cells are embedded into a homogeneous field of oxygen of optimal concentration $c_0 = 0.28$ mM as reported in [24]. The base consumption rate is taken to be $k_0 = 1.475 \times 10^{-8}$ moles/cm$^3 \cdot$ s that is in agreement with the range of values $1–3 \times 10^{-8}$ moles per cm$^3$ of viable spheroid volume per second reported in [37]. The value of a base hypoxic threshold $h_0$ has been chosen to represent 9% of oxygen concentration that the cell would sense if placed in an optimal oxygen concentration $c_0$. The choice of all other parameters is discussed in detail in [75, 78].
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