An immersed boundary framework for modelling the growth of individual cells: An application to the early tumour development
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Abstract

A biomechanical approach in modelling the growth and division of a single fully deformable cell by using an immersed boundary method with distributed sources is presented, and its application to model the early tumour development is discussed. This mathematical technique couples a continuous description of a viscous incompressible cytoplasm with the dynamics of separate elastic cells, containing their own point nuclei, elastic plasma membranes with membrane receptors, and individually regulated cell processes. This model enables one to focus on the biomechanical properties of individual cells and on communication between cells and their microenvironment, simultaneously allowing for the formation of clusters or sheets of cells that act together as one complex tissue. Several examples of early tumours growing in various geometrical configurations and with distinct conditions of their initiation and progression are also presented to show the strength of our approach in modelling different topologies of the growing tissues in distinct biochemical conditions of the surrounding media.
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1. Introduction

A biomechanical approach in modelling the growth and division of a single deformable eukaryotic cell by using an immersed boundary method with distributed sources is presented here, and its application to model the early tumour development is discussed.

In the simplest view, a eukaryotic cell can be seen as built from a few distinct compartments: the nucleus containing the cell genetic material; the surrounding cytoplasm—a jelly-like substance consisting of liquid cytosol and various cellular organelles; the cell cytoskeleton composed of actins, microtubules and intermediate filaments playing an important role in defining the cell’s organisation and shape; and the cell plasma membrane—a permeable lipid bilayer separating the intracellular elements from the external environment. All cell life processes depend on signals sensed locally by the cell from the cell microenvironment that includes the surrounding extracellular matrix and other neighbouring cells. In principle, these signals may include concentrations of growth factors or nutrients dissolved in the surrounding media or mechanical attachments to other cells or to the extracellular matrix. The cell plasma membrane contains numerous proteins playing role of cell receptors and adhesion sites that enable separate cells to bind directly to one another and to send signals via chemical and electrical channels. Such communication mediated by specific membrane-surface receptors activates various intracellular signalling pathways and chemical reactions that take place in the liquid part of the cell cytoplasm made up of water, salts, organic molecules and enzymes that catalyse reactions. Several kinds of very specialised cell organelles play a crucial role in producing energy (mitochondria), protein synthesis (ribosomes, rough endoplasmic reticulum), lipid synthesis (smooth endoplasmic reticulum), protein sorting (Golgi apparatus), sequestering toxic materials (vacuoles) or digestion of macromolecules (lysosomes). A special part of the cell internal structure is the cortex—a dense network of actin...
filaments and proteins located near the cell plasma membrane, that gives the cell’s surface its mechanical strength and enables its deformation and movement. A very detailed description of the cell structure can be found in classical textbooks (Alberts et al., 2002; Lodish et al., 2003; Pollard and Earnshaw, 2004). A schematic representation of the cell structure with those compartments that are important for our mathematical model is presented in Fig. 1.

Reproduction of the mammalian cell requires first an increase in the cell mass and doubling of its molecular contents, then DNA replication and separation take place and, finally, the entire cell splits physically into two daughter cells. An average size of the population of proliferating mammalian cells remains constant over time, even if cell divisions are nonsymmetric. The unevenly split daughter cells tend to return to the mean size after several divisions (Conlon et al., 2001; Conlon and Raff, 2003).

Once the cell doubles its area, a complex multi-step process of cell mitosis takes place requiring replication of chromosomes (prophase), separation of sister chromatids (metaphase and anaphase), assembly of the contractile ring (telophase) and physical division of the mother cell (cytokinesis). Several mathematical models have been previously propounded to address different intracellular processes (for a review see Fall et al., 2002; Keener and Sneyd, 1998). Control of cell volume, regulated by the ionic pumps that maintain concentration differences across the cell membrane, and different properties of the cell plasma membrane have been addressed in Hoppensteadt and Peskin (1992), Keener and Sneyd (1998). Very detailed models of particular phases of the cell nuclear division have been offered in Cytrynbaum (2003a, b), Wollman et al. (2005). Cell deformability and break-up of capsules and viscous drops have been proposed as an idealization of the cell cytokinesis in Pozrikidis (2003), Cristini et al. (2001) and Khismatullin et al. (2003). The mechanisms of the cleavage formation have been addressed in He and Dembo (1997). The cell metabolism and self-maintenance due to nutrients supplied by the environment have been modelled in Schwegler et al. (1985).

In the present work we introduce a computational technique based on an immersed boundary method in which the mechanical behaviour of the cell is captured as interactions between the cell elastic body and the viscous incompressible fluid representing the cell cytoplasm and the extracellular medium. Each cell is treated as an individual entity, with its own elastic plasma membrane, fluid cytoplasm, point nucleus and a set of discrete cell membrane receptors and adhesion molecules which enable connections between separate cells and allow cells to communicate with their surrounding microenvironment.

Several biomechanical cell processes, such as individual cell growth, division and cell-to-cell communication are modelled within this framework. This computational technique will be applied to simulate the formation and development of solid tumours with various conditions of their initiation and progression. We will follow the general paradigm, that tumours arise from a single abnormal cell that has accumulated numerous genetic mutations over the life time of the host body (Alberts et al., 2002; Nowell, 1976). Such a cell gains certain proliferative properties and is able to escape from the growth controlling mechanism typical in normal cells, giving rise to a clone of similarly mutated cells. This proliferative advantage over the surrounding normal tissue results in further outgrowth of the mass of abnormal cells, called neoplasia. As long as these abnormal cells remain clustered together, the tumour is considered to be benign or solid. In contrast, if the cells are capable of breaking loose, invade the surrounding tissue, enter to the bloodstream and form secondary tumours by colonising the distant tissues (metastasis), the tumour is considered malignant. We will consider here only the initial phase of the tumour formation and development.

The present model of the growth of solid tumours differs significantly from previous continuum models (Bertuzzi and Gandolfi, 2000; Sherratt and Chaplain, 2001; Franks et al., 2005; Chaplain et al., 2006) and multiphase models (Lubkin and Jackson, 2002; Breward et al., 2002; Byrne et al., 2003; Byrne and Preziosi, 2003) that view tumours as cell densities; from hybrid discrete-continuous models (Anderson and Chaplain, 1998; Anderson et al., 2000; Anderson, 2005), cellular automata models (Patel et al., 2001; Dormann and Deutsch, 2002; Alarcón et al., 2003) and agent-based models (Mansury et al., 2002; Mansury and Deisboeck, 2003; Zhang et al., 2006) that view tumour cells as single points or single lattice sides; from cellular Potts models (Scott et al., 1999; Turner and Sherratt, 2002; Merks and Glazier, 2005) in which cells boundaries are defined on the fixed square grid; and from the centre-based models (Drasdo and Höhme, 2003, 2005; Galle et al., 2005) that trace cell nuclei only and assume a limited deformability of cell shapes. For a review of different

![Fig. 1. A schematic structure of the eukaryotic cell.](image-url)
mathematical models of solid tumours and the related papers see Preziosi (2003), Friedman (2004), and Araujo and McElwain (2004). Our model allows for a more realistic representation of the tissue as a conglomerate of cells inhomogeneous in shape and behaviour. It contains a more detailed description of the mechanics of cell processes, that enables each cell to be a separate deformable entity with its own cell cycle and individually regulated and controlled cell processes. At the same time, however, all cells can communicate with their neighbours and can respond to microenvironmental signals, that results in a cooperative behaviour and acting as one complex tissue.

The remaining part of the paper is organised as follows. In Section 2, we outline the main features of the immersed boundary method, a mathematical framework used to model the behaviour of a single cell and whole tissue. In Section 3, we describe the structure of a eukaryotic cell and various cell processes, such as cell growth and division, cell adhesive properties and cell communication with its microenvironment. In Section 4, we present several computer simulations of growing clusters of tumour cells with distinct geometries and with different conditions of its growth initiation and progression. Several properties of our model are described in Section 5. Conclusions and some possible model extensions are discussed in Section 6. Numerical implementation of the complete system, an algorithm for solving it, and a set of physical and computational parameters used in simulations are all discussed in Appendix A.

2. Mathematical framework

The mathematical framework underlying our model is constituted by the immersed boundary method, that captures interactions between immersed elastic bodies and a surrounding incompressible viscous fluid. The fluid flow is influenced by sources of fluid distributed in the fluid domain, as well as by forces generated by the immersed elastic boundaries while, at the same time, the elastic structures move at the local fluid velocity. The immersed boundary method has been introduced by Peskin for the study of flow patterns around heart valves (Peskin, 1972) and then it was successfully applied to many problems in biological fluid dynamics. An exhaustive list of papers up to the year 2001 can be found in Section 9 of Peskin (2002). Recent papers include modelling of ciliary, flagellar and sperm motility (Dillon et al., 2003; Dillon and Fauci, 2006; Lim and Peskin, 2004), prosthetic mitral valves (Watton et al., 2007), simulations of the cochlea (Givelberg and Lim and Peskin, 2004), prosthetic mitral valves (Watton et al., 2002), and development of tissue invaginations in the trophoblast bilayer (Rejniak et al., 2004), formation of tumour microregions (Rejniak, 2005) and development of different microarchitectures in intraductal tumours (Rejniak and Dillon, 2007).

In our model, the elastic bodies represent the tumour cells. The cell nucleus is modelled as a single point in which the source of fluid is located if the host cell is growing. The boundary of each cell is modelled as a collection of massless springs applying a force to the fluid in which they are immersed. The cell membranes and cell nuclei are treated as neutrally buoyant bodies which are moved by the fluid at the local fluid velocity. Therefore, the mass is provided by the fluid, not by the cell membranes. We assume that the fluid inside the cells represents the cell cytoplasm and the fluid outside the cells represents the healthy, non-tumour tissue or the extracellular matrix. They both are modelled as the same homogeneous medium, but the lack of cell cytoskeleton and extracellular fibers is compensated for by choosing an adequately higher fluid viscosity (see Appendix A.3). Our choice to represent the cell cytoplasm and the extracellular matrix as simple homogeneous incompressible fluids is dictated by the fact that the immersed boundary method is grid dependent (see Appendix A.1) and the introduction of intracellular and extracellular elements requires a significant refinement of the fluid grid in order to capture computationally all additional details. We postulate that the motion of the fluid is governed by the Navier–Stokes equations (Batchelor, 2000; Peskin, 1977):

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right) = -\nabla p + \mu \Delta \mathbf{u} + \frac{\mu}{3\rho} \nabla s + \mathbf{f},
\]

\[
\rho \nabla \cdot \mathbf{u} = s,
\]

which describe the balance of momentum and the balance of mass in a viscous incompressible fluid with distributed sources. Here, \( \rho \) is the constant fluid density, \( \mu \) is the constant fluid viscosity, \( \mathbf{u} \) is the fluid velocity, \( p \) is the fluid pressure, \( s \) is the fluid source distribution, and \( \mathbf{f} \) is the external force density. The fluid in our model is assumed to be incompressible, except at a discrete collection of isolated point sources which we use to model the growth of cells. Therefore the source distribution \( s \) and the local rate of fluid expansion \( \nabla \cdot \mathbf{u} \) are identically equal to zero on the whole fluid domain except at these isolated points. Moreover, we require that the conservation of mass is preserved globally in the fluid domain \( \Omega \) at each time \( t \), that is, \( \rho \int_{\Omega} (\nabla \cdot \mathbf{u}) \, dx = 0 \).

The elastic cell boundaries are defined in the curvilinear coordinates \( \mathbf{X}(l, t) \), where \( l \) is a position along the cell boundary. Note that \( l \) could be an arclength in the initial configuration. However, since cell membranes can undergo certain deformations, the distance between any two points along the boundary needs not to remain constant. The force density \( \mathbf{f} \) captures the forces \( F(l, t) \) defined at the elastic immersed boundaries of all cells \( \mathbf{X}(l, t) \) in the following way:

\[
\mathbf{f}(x, t) = \int_{\Gamma} F(l, t) \delta(x - \mathbf{X}(l, t)) \, dl.
\]

Here \( \delta \) is the Dirac delta function, \( \Gamma \) is a finite collection of immersed boundaries of all cells and away from \( \Gamma \), the external force \( \mathbf{f} \) is zero. The boundary forces \( F(l, t) \) include
the adjacent forces $F_{adj}$, the cell-to-cell adhesion forces $F_{adh}$ and the contractile forces $F_{con}$, which are all determined by the boundary configuration, the assumed elastic properties of the cell membranes and the undergoing cell processes. These forces are all described in Section 3.

The sources ($S_+ > 0$) of fluid are defined only at a finite collection of material points $\mathcal{E}_+$ representing nuclei of the growing cells with coordinates $Y_k(t)$. The sinks ($S_- < 0$) are taken at a finite collection of points $\mathcal{E}_-$ with coordinates $W_m(t)$ located in the fluid domain in such a way as not to influence the behaviour of the whole tissue. Therefore, the source distribution is defined by:

$$ s(x, t) = \sum_{k \in \mathcal{E}_+} S_+(Y_k(t)) \delta(x - Y_k(t)) + \sum_{m \in \mathcal{E}_-} S_-(W_m(t)) \delta(x - W_m(t)). $$

(3)

In order to satisfy conservation of mass globally in the fluid domain $\Omega$, we require that the total balance of source and sink distributions be equal to zero at every time $t$. Our choice of modelling the cell growth by using source–sink doublets is a simplification of the biological process in which the required fluid is recruited from the extracellular matrix by absorption through the cell membrane. However, such a simplified mechanism of fluid exchange describes adequately the overall dynamics of the growing cell and the developing tumour tissue. Moreover, the presented configuration of point sources and sinks is not critical for the computational results.

The material points of all immersed boundaries $X(l, t)$ and the material points representing nuclei of the non-growing cells $Y_k(t)$ move at the local fluid velocity. Thus, given a fluid velocity field $u(x, t)$, the local fluid velocity at the material points $\bar{X}(t)$ (where $\bar{X}(t)$ denotes either $X(l, t)$ or $Y_k(t)$) are determined using again the Dirac delta function. Integration is taken over the whole fluid domain $\Omega$:

$$ \frac{\partial \bar{X}}{\partial t} = u(\bar{X}(t), t). $$

(4)

Numerical implementation of the complete system, an algorithm for solving it, and a set of physical and computational parameters used in simulations are all discussed in Appendix A.

3. Model of a eukaryotic cell

Our computational model of a eukaryotic cell includes several cell processes, such as cell growth and division, cell capability of sensing signals from its microenvironment, and cell adhesive properties. In this section we show how these processes are modelled within the immersed boundary framework. We start by describing cell structure (Section 3.1), cell microenvironment (Section 3.2) and cell adhesive properties (Section 3.3). We end this section by presenting computational algorithms of the cell proliferative capability of sensing signals from its microenvironment, several cell processes, such as cell growth and division, cell membrane receptors and cell adherens junctions. The elastic plasma membrane is modelled as a collection of points located on a simple closed curve. The elasticity of the plasma membrane derives from the fact that each boundary point is connected to its two adjacent neighbours by a linear spring satisfying Hooke's law with the constant resting length $L_{adj}$ and constant spring stiffness $F_{adj}$. Thus the force $F_{adj}(l, t)$ defined at a boundary point $X(l, t)$ and exerted by an adjacent boundary point $X(k, t)$ has the following form:

$$ F_{adj}(l, t) = F_{adj} \frac{||X(k, t) - X(l, t)|| - L_{adj}}{||X(k, t) - X(l, t)||} (X(k, t) - X(l, t)). $$

(5)

The boundary points located on the cell membrane play an additional role of cell membrane receptors, that are used by the cell to communicate with its neighbours. Moreover, the same boundary points are treated as sites of potential cell-to-cell adhesion, that enables separate cells to form one compact tissue. Fig. 2 shows a portion of a small cluster of several eukaryotic cells with boundary points (dots), linear springs between adjacent points (thin lines) and adherent connections between neighbouring cells (thick lines).

3.2. Cell microenvironment

All cells can sense mechanical and chemical signals from their immediate neighbourhood and can also send mechanical signals to the neighbouring cells using adherent links or cell membrane receptors. However, this cell-to-cell

3.1. Cell structure

The structure of the eukaryotic cell in our computational model includes several subcellular elements, such as the nucleus, the cytoplasm and the elastic plasma membrane, and several molecular complexes, such as the cell contractile ring, cell membrane receptors and cell adherens junctions. The elastic plasma membrane is modelled as a collection of points located on a simple closed curve. The elasticity of the plasma membrane derives from the fact that each boundary point is connected to its two adjacent neighbours by a linear spring satisfying Hooke's law with the constant resting length $L_{adj}$ and constant spring stiffness $F_{adj}$. Thus the force $F_{adj}(l, t)$ defined at a boundary point $X(l, t)$ and exerted by an adjacent boundary point $X(k, t)$ has the following form:

$$ F_{adj}(l, t) = F_{adj} \frac{||X(k, t) - X(l, t)|| - L_{adj}}{||X(k, t) - X(l, t)||} (X(k, t) - X(l, t)). $$

(5)

The boundary points located on the cell membrane play an additional role of cell membrane receptors, that are used by the cell to communicate with its neighbours. Moreover, the same boundary points are treated as sites of potential cell-to-cell adhesion, that enables separate cells to form one compact tissue. Fig. 2 shows a portion of a small cluster of several eukaryotic cells with boundary points (dots), linear springs between adjacent points (thin lines) and adherent connections between neighbouring cells (thick lines).

3.2. Cell microenvironment

All cells can sense mechanical and chemical signals from their immediate neighbourhood and can also send mechanical signals to the neighbouring cells using adherent links or cell membrane receptors. However, this cell-to-cell

Fig. 2. A portion of a small cluster of several eukaryotic cells. The cell boundary points (dots) are connected by short linear springs (thin lines); cell nuclei (circles) are located inside the cell; separate cells are connected by the adherent links (thick lines). The cell cytoplasm enclosed by the plasma membrane is modelled as a viscous incompressible Newtonian fluid.
communication and information exchange can take place only within immediate neighbourhood of the cell, called the cell microenvironment. If $X$ denotes a point on the cell boundary, then its microenvironment $\Theta_X$ is defined as a set of points lying within a distance $\epsilon$, that is,

$$\Theta_X = \{x : \|x - X\| < \epsilon\}. \tag{6}$$

The small parameter $\epsilon$ is called the radius of the microenvironment. Similarly, if $\Gamma = \{X_k\}$ denotes the cell boundary (a collection of membrane receptors or membrane molecules), then the cell microenvironment $\Theta_\Gamma$ is defined as an $\epsilon$-neighbourhood corresponding to the local area around the cell plasma membrane, that is,

$$\Theta_\Gamma = \bigcup_{X_k \in \Gamma} \{x : \|x - X_k\| < \epsilon\}. \tag{7}$$

### 3.3. Cell-to-cell adhesion

Separate cells form a tissue by adhering to their neighbours using transmembrane adhesion proteins. We model such connections by introducing linear springs attached at the boundary points of two distinct cells if they are within their adhesion microenvironment of radius $\mathcal{L}_{\text{adh}}^\text{max}$. Thus, the adhesive force $F_{\text{adh}}(l, t)$ defined at the boundary point $X(l, t)$ and exerted by the boundary point $X(k, t)$ belonging to a distinct cell has the following form:

$$F_{\text{adh}}(l, t) = \mathcal{F}_{\text{adh}} \frac{\|X(k, t) - X(l, t)\| - \mathcal{L}_{\text{adh}}}{\|X(k, t) - X(l, t)\|} (X(k, t) - X(l, t)), \tag{8}$$

provided $\|X(k, t) - X(l, t)\| \leq \mathcal{L}_{\text{adh}}^\text{max}$ and is zero otherwise. Here, $\mathcal{L}_{\text{adh}}$ is a constant resting length and $\mathcal{F}_{\text{adh}}$ is a constant spring stiffness. Note that if both boundary points are within a distance smaller that the resting length $\mathcal{L}_{\text{adh}}$, then the acting force $F_{\text{adh}}$ is repulsive.

The process of cell-to-cell attachment and detachment in real cells is very dynamic (compare experimental movies in Alberts et al., 2002) and depends on the distance between neighbouring cells and on the kind of receptors expressed on cell membranes. In our model, all membrane receptors are considered identical, so the rearrangement of adhesive connections depends only on the distance between separate cells. Each cell can sense the presence of other cells in its adhesion microenvironment of radius $\mathcal{L}_{\text{adh}}^\text{max}$ and can respond accordingly. New connections are formed if the boundary points of two separate cells move within the prescribed adhesion distance $\mathcal{L}_{\text{adh}}^\text{max}$, but the existing adhesion links are disconnected if the corresponding boundary points move apart at a distance larger than $\mathcal{L}_{\text{adh}}^\text{max}$.

### 3.4. Cell proliferation

Cell proliferation is modelled by including all its mechanical phases, such as cell growth and shape elongation, formation of the contractile ring, the contractile furrow, and separation of daughter cells into two new entities with their own nuclei surrounded by the cytoplasm and enclosed by the plasma membrane. A few snapshots from a computer simulation of cell proliferation are presented in Fig. 3. We start the process of cell growth by introducing a point source inside the cell (Fig. 3a) that creates a fluid flow causing the cell to grow by pushing its boundaries and by increasing its area. This source is inactivated when the cell area doubles the size of its mother cell. At this time, two new nuclei are placed along the cell’s longest axis and a contractile ring is created by introducing contractile forces that act on the opposite sides of the cell boundary (Fig. 3b). This results in a formation of a contractile furrow (Fig. 3c) and causes the division of the cell into two daughter cells of approximately equal areas and with their own nuclei (Fig. 3d). As the cell area increases during the growth cycle, additional immersed boundary points are added to model the growth of the cell membrane.

The strength of each point source $S_i$ located at the point $Y_i(t)$ has the form of a step function, and is equal to a positive constant $\mathcal{S}_0$ over the time of cell growth, that is, from the time of growth initiation $t_{\text{init}}$ to the time when the cell area is doubled $t_{\text{double}}$. After that, the fluid sources are inactivated. Therefore, the strength of each source is defined as follows:

$$S_i(Y_i(t), t) = \begin{cases} 0 & \text{if } t < t_{\text{init}}, \\ \mathcal{S}_0 & \text{if } t_{\text{init}} \leq t \leq t_{\text{double}}, \\ 0 & \text{if } t_{\text{double}} < t. \end{cases} \tag{9}$$

The value of $\mathcal{S}_0$ needs to be determined computationally or experimentally, to match the dynamics of the growing living cell.

To conserve the overall mass of fluid in the considered domain, we introduce artificially a collection of small connections...
balancing point sinks, located in the fluid domain in such a way so to not influence the behaviour of other cells and the whole tissue. The strength of fluid sinks $S_-$ located at points $W_m(t)$ is chosen in a way to balance the strengths of fluid sources located in growing cells. Thus, if $K$ cells are growing, then the strength of each of $M$ fluid sinks is equal to:

$$S_-(W_m(t), t) = \frac{1}{M} \sum_{k=1}^{K} S_+(Y_k(t), t).$$

(10)

In some specialised tissues, like the epithelial sheets or the cytotrophoblast layers, cells are highly polarised and thus the location of the spindle poles and the direction of cell growth are quite strictly determined. Every improper cell division in such tissues results in cell death or its differentiation. However, many tumour cells lose their polarised properties and their orientation seems to be independent of the orientation of their neighbouring cells. In our model, the shape and orientation of the growing cell depend on an actual configuration of cell boundary points. We assume that if the growing cell is not circular when its area is doubled, then the contractile ring is located orthogonally to the longest axis of the cell (a line passing through two the most distant points on the cell boundary) in such a way that the areas of both cell parts are approximately equal. If the cell is circular, then the contractile ring is located along a randomly chosen axis of the cell. The contractile forces cause the formation of a contractile furrow which separates the cell into two compartments. When the opposite boundary points are close enough, say within a distance $L_{\text{div}}$, the contractile forces are inactivated and both cell compartments are split into two separate daughter cells. The algorithms of cell growth and division are illustrated in Fig. 4 for an indicated non-circular cell.

The contractile force $F_{\text{div}}(l, t)$ defined at the boundary point $X(l, t)$ and exerted by an opposite boundary point $X(k, t)$ with a constant spring stiffness $F_{\text{div}}$ and the separation distance $L_{\text{div}}$ has the following form:

$$F_{\text{div}}(l, t) = \begin{cases} F_{\text{div}}(X(k, t) - X(l, t)) & \text{if } \|X(k, t) - X(l, t)\| \geq L_{\text{div}}^{\text{min}}, \\ 0 & \text{otherwise.} \end{cases}$$

(11)

The value of the spring stiffness constant $F_{\text{div}}$ needs to be determined computationally or experimentally in a way to resemble the dynamics of cytokinesis in the living cell.

4. Computational results

To show a range of possible applications of our model of growing elastic cells we present four simulations of the development of solid tumours under different conditions of their initiation and progression. Two simulations (Sections 4.1 and 4.2) show the formation of multicellular tumour clusters where growing cells are chosen either randomly or depending on the concentration of external factors. Both simulations are considered to be test cases for the method and will be compared to experimental data and to results from other models. Two other simulations (Section 4.3) show growth of intraductal tumours and different tumour patterns, and will be used to discuss these features of our method that distinguish it from other single-cell-based models. We assume that during the time of tumour development referred to in our simulations, every cell is a subject to the same behavioural laws, despite its age and generation. In particular, we assume no occurrences of genetic mutations which could influence the cell cycle. Therefore, the following scenario is employed in all our simulations. An indicated cell will undergo the process of cell proliferation which results in the formation of two daughter cells connected by adhesion links. These cells will then grow and divide, forming new pairs of daughter cells which adhere to their closest neighbours forming one tumour cluster. This cluster will continue to develop from the growth of individual cells. Simulations presented in the next three sections differ in conditions of the initiation of cell growth (random vs. nutrient or environment dependent) and in the resulting tumour structure (unstructured solid vs. multilayered or patterned).

4.1. Modelling randomly growing clusters of tumour cells

We first use our model to show how the consecutive applications of our general algorithm for the growth and division of a single cell can produce a large cluster of cells forming one compact tumour tissue. In this case we start with a single mutant cell that upon uncontrolled divisions

![Fig. 4. Growth and division of one non-circular cell indicated by a thick line: (a) an irregularly shaped cell ready to proliferate, (b) location of the contractile ring (dashed line), (c) cell division along the contractile connection, and (d) formation of two daughter cells.][4]
gives rise to a clonal tumour expansion. This situation corresponds to the early development of multicellular spheroids growing in the environment rich in nutrients. Such experimental systems are the in vitro models of avascular tumours. We follow the formation of a cluster of tumour cells starting from one cell of 10 µm in diameter and finally reaching about 700 cells in its two-dimensional cross section. Since we model here very small tumours growing in the environment reach in nutrients, every cell in our system is able to grow independently of its location within the cluster. Therefore, we initiate a process of proliferation in a cell selected randomly from among all cells that are ready to proliferate. This takes place in time intervals corresponding to about 10 min of simulated time to match experimental observations that only a small fraction (below 10%) of all tumour cells within a multicellular spheroid are actively dividing at any given time (Sutherland et al., 1971). Once a cell is chosen to proliferate, it grows and divides independently of its neighbours. Moreover, the fact whether the cell enters into a particular phase of cell proliferation depends entirely on the state of this cell and on the configuration of cell boundary points.

Several snapshots showing formation of a multicellular spheroid over the time period of about six days are shown in Figs. 5a–i. The first six images are taken at time intervals of 8.5 h and show an early phase of tumour growth and its self-organisation into a compact cluster, whereas the final three images are taken at time intervals of 42.5 h and show further tumour expansion. We start this simulation with a single circular cell, Fig. 5a, that undergoes a process of cell growth and division resulting in the formation of two daughter cells, Fig. 5b. Uncontrolled divisions of these cells give rise to small cell aggregates of irregular elongated shapes, Figs. 5c–d. This is due to the fact that some of the growing cells have only one neighbour around to form

---

Fig. 5. Development of the cross section of a solid tumour: (a) one cell of diameter 10 µm, (b) two cell aggregate, (c) four cell aggregate, area of 0.00048 mm², (d) 10 cells, area 0.0011 mm², (e) cluster of 25 cells, area 0.0026 mm², (f) 59 cells, area 0.0055 mm², diameter 0.099 mm. (g) 205 cells, area 0.018 mm², diameter 0.16 mm; (h) 453 cells, area 0.041 mm², diameter 0.22 mm; (i) 703 cells, area 0.077 mm², diameter 0.28 mm; Bars equal to 50 µm.
adhesive connections with, however, all of them have still circular or elliptical shapes. When the number of cells increases, more cell-to-cell adhesion links are formed and the tumour shape becomes more compact and roundish, Figs. 5e–f. Here, the shape of a particular cell depends on its location within the cluster. The centrally located cells become more polygonal in shape as they develop adhesion connections to cells located around them, whereas the cells located at the outside surface of the cluster are still more circular. Larger clusters form conglomerates of cells inhomogeneous in shape with no common orientation and in different phases of the cell proliferation process, Figs. 5g–i. Only cells located on the tumour surface can grow freely, whereas cells located inside the tumour cluster are exposed to increased pressure from the surrounding cells. This results in higher accumulation of cell bodies inside the tumour cluster.

Our simulation is consistent with the experimental data on early development of multicellular spheroids presented in Sutherland et al. (1971). In both cases the exponential growth takes place over the period of four days with a significant reduction of growth rate after that time. It is also reported in Sutherland et al. (1971) that the mitotic events are uniformly distributed in spheroids smaller than 150 μm in diameter, and in larger clusters the proliferating cells are not present in the central part of the cluster; however, those cells are still mitotically viable. The same can be observed in our model, where initially the growing cells are visible in the whole cluster, but once the cells in the centre are too crowded to freely grow, the mitotic events are confined to the most external zone of the cluster.

4.2. Nutrient-dependent tumour growth

Our basic model of a growing cluster of tumour cells has been extended in Rejniak (2005) to include some external factors, such as concentrations of oxygen, nutrients or growth factors, that regulate the life processes of each individual cell in the cluster. To reduce the computational complexity, the kinetics of all chemical gradients is defined in this model on the already existing regular fluid grid and their uptake (or degradation) by the tumour cells in the already identified local cell microenvironments. In the example considered here we use only one external factor γ and assume that the cell growth is dependent on its concentration sensed by the cell. Therefore the fluid source function $S_\gamma$ defined in Eq. (3) to model cell growth depends here on the concentration of $\gamma$ at the material points of cell nuclei $Y_k(t)$:

$$S_\gamma = S_\gamma(Y_k(t), t),$$

and the value of $\gamma$ at the material point $Y_k$ is equal to its local concentration around that point:

$$\gamma(Y_k, t) = \int_D \gamma(x, t) \delta(x - Y_k(t)) \, dx.$$  

We assume that the dynamics of the factor $\gamma$ comes only from its uniform diffusion in the whole computational domain (with the diffusion coefficient $D_\gamma$) and its degradation, defined using the Michaelis–Menten formulation (with a maximal consumption rate $\gamma^\prime$ and the Michaelis constant $K_\gamma$) that takes place only near boundaries $\Gamma$ of tumour cells, that is, within the cell microenvironment $\Theta_F$.

Initially the whole computational domain $\Omega$ is filled uniformly with an optimal concentration $\gamma_0$ of the considered factor. Moreover, a constant source of value $\gamma_0$ is continuously applied at the domain boundaries. The rate of change of $\gamma$ in the whole domain is defined by the reaction-diffusion equation with the following boundary and initial conditions:

$$\frac{\partial \gamma(x, t)}{\partial t} = D_\gamma \Delta \gamma(x, t) - \gamma^\prime \frac{\gamma(x, t)}{K_\gamma + \gamma(x, t)} \chi_{\Theta_F}(x),$$

$$\gamma(x, t_0) = \gamma_0 \quad \text{for} \ x \in \Omega,$$

$$\gamma(x, t) = \gamma_0 \quad \text{for} \ x \in \partial \Omega \quad \text{and} \ t \geq t_0,$$

where $\chi$ is a set characteristic function defined as:

$$\chi_{\mathcal{A}}(x) = \begin{cases} 1 & x \in \mathcal{A} \\ 0 & x \notin \mathcal{A} \end{cases}.$$

As in the previous case, the process of cell proliferation is initiated in one cell at a time, but here the cell selection is based on the highest concentration of $\gamma$ sensed by all cells from their microenvironments. The factor $\gamma$ in turn is degraded in the areas close to the cell boundaries, and if its concentration falls below the $\gamma_{\text{min}}$ level in the vicinity of a particular cell, that cell becomes necrotic and cannot be further selected to grow. Therefore, the fate of each cell depends entirely on the evolution of $\gamma$ in the cell microenvironment, and the evolution of $\gamma$ depends on the location of boundaries of all tumour cells. As a result of this coupling, there is a competition between the cells for the factor $\gamma$ that leads to the formation of three phenotypically different tumour subpopulations. The proliferating cells sense high concentrations of $\gamma$ and are actively growing and dividing. The quiescent cells sense low concentrations of $\gamma$ and are resting, but they can re-enter the proliferating phase if the concentration of $\gamma$ increases in their microenvironments. The necrotic cells are dying due to the lack of $\gamma$ in their microenvironments and are not able to re-enter the proliferating phase. In consequence, three distinct tumour microregions are formed that differ in concentration of $\gamma$ and are occupied by cells of different phenotypes.

Fig. 6 shows the results of one computational simulation initiated from a cluster of seven cells placed in the centre of the domain that has been filled with a uniform concentration of the external factor $\gamma$ (data not shown). Initially, all cells sense high concentrations of $\gamma$ around them, and subsequently start proliferating which leads to the formation of an aggregate of growing cells, Fig. 6a (growing cells are coloured in grey). Degradation of $\gamma$ by tumour cells...
leads to the formation of its gradient (Fig. 6e) that in turn causes cell’s starvation and their necrotic death in the areas of \( g \) depletion. Fig. 6b shows three subpopulations of tumour cells: centrally located necrotic core (black cells), a rim of proliferating cells outside the cluster (grey cells), and a ring of quiescent cells in between (white cells). At this stage, the tumour still has a roundish shape which shows that the cell competition for the factor \( g \) is not yet very strong, and most outer cells sense \( g \) in a concentration sufficient for their growth. However, a closer inspection of the tumour boundaries reveals its irregularities that will lead to the formation of finger-like structures growing towards the areas of higher concentrations of \( g \), Fig. 6c. The quiescent cells sense such concentrations of \( g \) that allow them to maintain some cell life processes and to avoid death by starvation, but they are not high enough to enable initiation of their growth, Fig. 6f. The spatial distribution of the concentration of \( g \) corresponding to the tumour cluster in Fig. 6a is not shown, since the concentration variability in this case is insignificantly small.

The presented results showing the development of a three-layered tumour structure are in qualitative agreement with classical experimental data on the growth of multicellular spheroids (Folkman and Hochberg, 1973; Sutherland, 1988; Mueller-Klieser, 1978). Our simulation also produces similar profiles of oxygen consumption characterised by a near-zero plateau around the central necrotic core, and a steep gradient of oxygen concentration increasing towards the outer rim of proliferating cells. Moreover, the tumour structure produced by our model is comparable with results obtained from other single-cell-based models (such as, cellular automata models Anderson, 2005; Dormann and Deutsch, 2002; Kansal et al., 2000, cell-centred models, Drasdo and Höhme, 2005 or cellular Potts models, Scott et al., 1999; Jiang et al., 2005), even if the underlying mechanisms of cell growth and nutrients consumption are significantly different. For instance, all cells in our model have fully deformable shapes, whereas in cellular automata models cells are defined as single sides on the lattice, and in off-lattice cell-centred models cells are modelled as overlapping spheres of limited deformability. The processes of cell growth and division are time dependent in our model, that is in contrast to cellular automata models where cell reproduction is achieved during one iteration step only. In cell-centred and cellular Potts models the process of cell proliferation is indeed time dependent, but our model is able to capture more realistic continuous transformations of the morphology of growing and dividing cells. In our model nutrients consumption takes place along the cell membranes that allows cells to sense different concentrations of external factors from different directions. In contrast, in cellular automata and cell-centred models all cells sense only an average nutrients concentration, since the same lattice is used for cell and nutrients allocation in the former case, and the nutrient uptake takes place only around the cell centres in the latter case. Despite these eminent differences in the mechanisms of cell growth and nutrients uptake, the final results of two presented test cases—the formation of one compact cluster from randomly selected growing cells (Section 4.1) and the emergence of a three-layered tumour cluster in nutrient-dependent cell growth (this section)—are comparable with simulations from other single-cell-based models.

Fig. 6. Development of nutrient-driven tumours: (a)–(c) spatial distribution of subpopulations of tumour cells: necrotic—black, proliferating—grey; viable—white; (e)–(f) spatial distribution of \( g \) corresponding to cases (b)–(c); the concentration variability in case (a) is not shown since it is insignificantly small; (d) a colour bar for the gradient of \( g \) [mM].
4.3. Development of intraductal tumours

We now show that our framework for the multicellular growth is not limited to the case of cell clusters growing freely in the homogeneous media, but in fact it is relatively easy to include in our model different cell environments and distinct geometries of growing tissues. We show two examples of tumours growing inside either the linear or circular cross sections of epithelial ducts. We also show how incorporation of different conditions of cell growth may result in either a random or patterned development of such tumours. The initial configurations in both cases discussed below consist of the hollow lumen (of a linear or circular shape) enclosed within a layer of epithelial cells and surrounded by a stiff basement membrane that supports the tumour growth inside the lumen. This configuration corresponds to the geometry of a normal epithelial duct. Tumoural growth is initiated in some epithelial cells along the duct and the final pattern is achieved by consecutive proliferations of daughter cells.

Figs. 7a–d show the tumour growing inside a circular cross section of the epithelial duct in the form of long fronds protruding into the lumen. This tumour has been initiated in four particularly chosen epithelial cells along the duct and finally develops into four slender finger-like structures intersecting randomly inside the duct. This tumour architecture, known as a micropapillary pattern, is a result of specific rules of cell proliferations that reduce tumour outgrowth only to the cells located on the tips of the protrusions. In contrast, Figs. 7e–h show the tumour growing inside a linear cross section of the epithelial duct in the form of an unstructured mass of cells that are randomly oriented. The growth of this tumour has been also initiated in four particularly chosen cells along the duct, but when a small cluster of tumour cells is formed, all further proliferations are initiated in randomly selected daughter cells. This cell pattern resembles the form of solid tumours. In both cases the basement membrane is intact and the integrity of epithelial layers is maintained, however, some of the epithelial cells near the growing tumours are deformed.

Several different patterns of intraductal tumours, that have been simulated by our model, are discussed in more detail and compared to real pathology samples in Rejniak and Dillon (2007). This particular application shows also some features of our model that are not easily achieved in other single-cell-based models, that clearly distinguishes our approach from other techniques. Since all cells in our model are fully deformable, this allows for a real representation of the whole tissue as a conglomerate of cells inhomogeneous in their shapes due to cell competition for space during their growth (solid tumour), but also enables a structured assemble of cells in the form of long fronds protruding into the lumen (micropapillary tumour) or an epithelium layer (either linear in the solid tumour case, or circular in the case of micropapillary carcinoma). Moreover, since all cell-to-cell interactions are defined on a level of cell receptors, the adherent–repulsive forces acting between growing cells lead to a natural cell polarity in the micropapillary tumour, but to a randomly oriented cells in the solid tumour. The micropapillary pattern is formed by slowly growing top cells that form relatively rare connections with their neighbours, so their shapes remain ellipsoidal with orientation toward the centre of the duct that results in similar locations of the division axis among all dividing cells. In contrast, in solid tumour all cells grow...
fast forming multiple connections with their neighbours that results in their polygonal shapes and subsequently in differently oriented axis of cell division, that results in the final configuration showing random orientation of all tumour cells. Such directly defined cell-to-cell adhesion allows individual cells to feel presence of other cells in their neighbourhoods, and may prevent cells from growing if they are too crowded to do so, such as cells located inside the solid tumour cluster.

In this model we introduced a few biological structures, that did not appear in the previous models, such as the basement membranes and layers of epithelial cells. They all can be incorporated into our model as additional immersed bodies and their elastic or stiff properties can be achieved by adequately chosen values of spring stiffness. Adding these new structures to the whole system is computationally inexpensive, since the immersed boundary method makes use of the fixed fluid grid, and no fluid grid rearrangement is needed when new immersed bodies are introduced. In particular, each epithelial cell in the simulations discussed here is defined exactly as described in Section 3, however, here the cells acquire rectangular shapes and are arranged in one circular or two linear layers. The basement membrane is modelled as an additional stiff body and is represented by a discrete collection of Lagrangian points \( \mathbf{Z}(t) \) forming two interconnected curves. Each boundary point is connected to its two neighbours on the same curve and to its two neighbours on the other curve by the adjacent linear springs \( \mathbf{F}_{\text{adj}} \) defined similarly to the adjacent springs acting in the cell boundaries, Eq. (5). Moreover, the most inner curve of the basement membrane is connected to the neighbouring epithelial cells by adherent springs \( \mathbf{F}_{\text{adh}} \) defined similarly to adherent springs acting between epithelial cells, Eq. (8). Additionally, to keep the basement membrane intact, each boundary point \( \mathbf{Z}(t) \) is connected to its initial location \( \mathbf{Z}(0) \) by a linear tethered spring \( \mathbf{F}_{\text{th}} \) with a constant spring stiffness \( \mathscr{F}_{\text{th}} \):

\[
\mathbf{F}_{\text{th}}(l, t) = \mathscr{F}_{\text{th}}(\mathbf{Z}(t) - \mathbf{Z}(0)).
\]

All boundary points of the epithelial cells and the basement membranes are moved at the local fluid velocity as given in Eq. (4), in exactly the same way as all other material points. However, since the basement membrane is supposed to be immobile, the tethered forces need to be very stiff comparing to other forces acting on the basement membranes.

4.4. Conclusions on defining the details of the model

The presented here model of a growing elastic cell that uses the immersed boundary framework is quite general and gives some freedom in defining certain elements of the model. A general principle followed in our approach is that the cells are modelled as elastic bodies immersed in the viscous incompressible fluid and its motion is influenced by various forces acting on the boundaries of all cells and by sources and sinks of fluid used to model cell growth. Particular versions of this general method may differ in the design of the structure of cell membranes, in the location of sources and sinks of the fluid around the growing cells, and in defining algorithms for selection of the mitotic orientation during the cell division. In the model presented here, the cell membrane is represented by one closed curve and each boundary point on this curve is connected to its two neighbours (one on each side) by short linear springs. That could be altered by introducing a more complex structure. For instance, the cell membrane may consist of two closed curves that are interconnected by a mesh of short linear springs, that will provide more resistance to its deformation, but will also increase the computational cost of the model. In a current version the cell cytoplasm is modelled as a homogeneous fluid, but it is possible to include more detailed representation of some cell organelles and the cell cytoskeleton, for instance, as an additional network of elastic springs that can be used to model bundles of actin filaments or microtubular structures; this approach in modelling the cell cytoskeleton within a framework of the immersed boundary method has already been used by Bottino to model a crawling amoeba (Bottino and Fauci, 1998; Bottino, 1998). Similarly, a more realistic model of the extracellular matrix may include some stromal cells, such as fibroblasts, or macrophages, or the fibres of collagen, or laminin, modelled as additional springs and spring networks embedded in the fluid. This, again, will increase the computational cost of the model. In all simulations presented here, the cell growth is modelled by placing a single source of fluid in the cell nucleus and several balancing sinks outside the cell boundaries. A more biologically relevant way to model the transport of fluid through the boundary of a growing cell would be to place pairs of fluid sources and sinks along the cell boundary in the form of discrete channels. The orientation of cell division in all simulations presented here is chosen to be orthogonal to the cell’s longest axis, but different rules can be introduced for determining the location of the contractile ring. This short list of possible modifications of our model of growing elastic cells shows that the modeller has a certain degree of freedom in defining some model details and allows the modeler to find balance between the true representation of biological structures and the computational costs needed for simulations.

5. Properties of the model

Since all biomechanical processes have been defined in our model on the level of single cells or small cell aggregates, and then employed in simulations involving hundreds of interacting cells, it is important to analyse the behaviour of individual cells in such large communities, especially that single cells are under pressure from their neighbours. We expect from the model that the cell properties stay roughly the same even if the number of cells in the cluster is large. The following aspects of cell life
are subject of our tests: time needed for the growth and division of individual cells, Section 5.1; preservation of the areas of daughter cells directly after the division of their mother cell, Section 5.2; preservation of the area of the non-growing cells, Section 5.3. We also inspect how each growing cell contributes to the growth of the whole tumour cluster by analysing simultaneously an increase in the total number of tumour cells and an enlargement of the total tumour area, Section 5.4. The analysis will be performed on the data collected from the simulation of randomly growing clusters of tumour cells, Section 4.1.

5.1. Time of cell growth and division

We assume that the process of cell growth is completed when the cell area is doubled. Similarly, the process of cell division is finished when the opposite sides of the contractile furrow approach each other within the distance of the mesh width. During the simulation we monitor the areas of all growing cells and the depth of the contractile furrows in all dividing cells, but we do not restrain the time needed to complete these processes. Therefore, this time can be different for different cells. The time distribution of the doubling of cell areas and of the ingress of the contractile furrow for 90 cells from a simulation of the randomly growing cluster of tumour cells (Section 4.1) are shown in Figs. 8a and b, respectively. The average time needed to double cell area is about five and half hours. In most of the 90 cases considered here, this doubling time falls within the 10% interval from the mean. The few exceptions are due to uneven cell division and in these cases the daughter cells need respectively more or less time to reach the desired doubling of the area of their mother cells. This is important in keeping a uniform size of cell population; otherwise the cell area of each next generation would be diminished. Moreover, the exemptions from the average doubling time occur more often in large clusters. This follows from the fact that more cells are located inside the cluster and surrounded by other cells that give resistance to the growing cell and cause an increase in the cell doubling time. The time needed to complete the process of cell division is quite uniform, and for almost all considered cells, falls within the 10% interval from the average of 29.24 min. This is consistent with experimental data on mitosis and cytokinesis in epithelial cells (Alberts et al., 2002, pp. 1034–1035).

5.2. Division of the mother cell

The proliferating mother cell must first double its size before it splits into two daughter cells of approximately equal areas. We generally expect that the areas of all cells in the cluster should be roughly equal to the area of the precursor cell from the first generation, which is equal to
78.5 µm². The distribution of the areas of 90 daughter cells arising from consecutive divisions in a simulation of a randomly growing cluster of tumour cells described in Section 4.1 is shown in Fig. 8c. Almost all of them fall into the 10% interval around the ideal cell area. The uneven divisions arise mostly at the later stages of tumour development due to the more complex structure of the whole tumour cluster. The average area of all daughter cells is 76.38 µm², that confirms our expectations that the cell areas do not significantly increase or decrease from one generation to another.

5.3. Areas of resting cells

The resting tumour cells do not show any mitotic activity but they are still part of the whole tissue and are exposed to the actions of other cells. In particular, they are subject to pressure enhanced by their growing neighbours, which can result in cell translocation, deformations of the cell shape and in reducing the cell ability of maintaining their living properties. The behaviour of all cells in our model is fully dynamic and depends only on interactions with the neighbouring cells as well as on the environmental cues. In Fig. 8d we show how the area of the resting cells is preserved during the tumour development discussed in Section 4.1. For illustrative purposes, we show only these cells for which the resting time is longer than 8 h before they start proliferating. Most cells in our simulation have shorter resting times and, therefore, only 45 cells have been shown. Areas of all considered cells are plotted from the time of their formation to the time of initiation of their growth. All plots are almost vertical, that confirms small fluctuations in areas of the resting cells.

5.4. Single cell contribution to the growth of a whole cluster

Since our model takes explicitly into account not only the number of cells in the cluster, but also cell-to-cell interactions that lead to deformations of cell shapes and that can influence changes in cell areas, we present evidence that each growing cell contributes to the growth of the whole tumour by simultaneously increasing the total number of cells in the cluster and enlarging its area. This allows for a comparison with other models, such as continuous models or cellular automata models which deal with each of those aspects separately.

The number of cells in the tumour cluster changes from one to over 700 cells during the presented time of tumour growth, solid line in Fig. 9a. Because cells need time to grow, divide and become ready for a new cell cycle, and because every new proliferation can arise in certain time intervals, the changes in cell counts have a step-like form with variable lengths of separate plateaus. This is shown for an initial time period in Fig. 9b (solid line). During the initial 40 h of tumour development, the time intervals of constant cell counts are quite long, because the cluster contains a small number of cells and all of them are actively proliferating, during the later tumour development new cells are created more often and the plateaus exist infrequently and for a short period of time (less than an hour). However, the overall increase in cell count is slow, because most cells in large tumour clusters do not show any mitotic activity.

The total area of the tumour is computed as the sum of the areas of all individual cells. Its evolution during the whole time of tumour development is shown in Fig. 9a (dashed line), and magnifications of an initial time period.
0–40 h is presented in Fig. 9b (dashed line). Initially, the tumour area increases rapidly, because in small clusters all cells proliferate actively and expand freely in the surrounding medium. In the initial period of 20 h, the increase of tumour size is eight fold. At the later stages, the increase in total tumour area is slower due to the lower mitotic activity of cells in large clusters and to the more compact shape of the whole tumour tissue. Note, however, that by contrast with the cell count, even the initial evolution of the total tumour area has a continuous character.

The values of both parameters: the cell count and the total tumour area at the chosen time points are presented in Table 1.

6. Conclusions and future directions

We have presented a two-dimensional computational model of the growth and division of a single deformable eukaryotic cell. Our model is based on the immersed boundary method with distributed sources, and couples the continuous description of a viscous incompressible cytoplasm with the dynamics of elastic cells. Each cell in our model contains its own elastic plasma membrane, the point nucleus and individually regulated cell processes, such as cell growth and division, cell necrosis, cell-to-cell adhesion and the ability of sensing microenvironmental signals. This allows for a realistic representation of a single eukaryotic cell at rest and during its deformations, as well as for a representation of the whole tissue composed of such individual cells inhomogeneous in their shape, function and behaviour, but acting together as one complex organism. This approach enables one to focus on the biomechanical properties of individual cells and on communication between cells and their local microenvironment, whereas the global changes in the whole tissue can be observed simultaneously. The model can be used to investigate what extend certain features in the developing organisms are a result of changes in individual cells, or a consequence of cell collective behaviour.

The main advantage of the method presented here over other existing cell-based models is explicitly modelled cell membrane that allows to define all cell interactions on the level of cell membrane receptors. Moreover, due to its elasticity the whole cell can easily deform and acquire different shapes. The main features that distinguish our model from other single-cell-based models of tumour growth include the following: (1) our cell model is defined off-lattice in contrast to the cellular automata (Anderson, 2005; Dormann and Deutsch, 2002; Kansal et al., 2000) and cellular Potts (Scott et al., 1999; Jiang et al., 2005) models; (2) cells are fully deformable in contrast to centre-based models (Drasdo and Höhme, 2005) and cellular automata models; (3) cell deformations during its growth and division are continuous in contrast to lattice-based cellular Potts models and limited deformability in cell-centred models; (4) all cell-to-cell interactions are modelled locally along the cell boundaries in contrast to centre-based interactions in Drasdo and Höhme (2005) and energy minimisation of the cellular system in cellular Potts models (Scott et al., 1999; Jiang et al., 2005); (5) nutrients consumption is defined along the cell membranes that allow cells to sense different concentrations of external factors from different directions in contrast to the average concentration of external factors sensed by cells in cellular automata and cell-centred models; (6) all mechanical interaction use direct boundary forces that is unique among all models cited above.

Four different applications simulating the formation and growth of solid tumours in various geometrical configurations and with distinct conditions of their initiation and progression have been also discussed. We presented a simulation of the development of a two-dimensional cross section of a multicellular spheroid with random selection of proliferating cells due to the nutrient-rich medium surrounding the growing cluster. This simulation shows how individually growing cells self-organise into a compact roundish cell cluster. The nutrient-driven emergence of three phenotypically different subpopulations of tumour cells within one cluster has been shown, and their competition for the nutrient that leads to formation of finger-like cohorts of viable cells invading the external medium has been examined. Finally, the formation of tumours growing along the linear or circular cross sections of epithelial ducts has been also discussed and the development of two particular patterns of intraductal carcinomas—micropapillary and solid—have been presented. These four examples show a strength of our computational approach to include in our model various scenarios of tumour growth, different conditions of its development and different geometrical configurations of tumour clusters and surrounding normal tissues.

We have restricted ourselves to present in this paper only applications relevant to modelling the formation and growth of early tumours, but the model can be employed in modelling other phases of tumour progression. In particular, it is easy to trace clones of cells that emerged from a common predecessor. Fig. 10a shows two coexisting cell clones that arose from two different cells during the development of the presented cell cluster. In this example both clones have exactly the same properties, so we just can inspect the spacial structure and mixing of both populations. It is in fact interesting that the white clone became separated into two disjoint regions by the grey clone. In further research it is possible to consider that one of the cell clones carries some specific gene mutations that give it a certain proliferative advantage over the second clone, and we can investigate patterns and fitness of clonal expansion, the emergence of new genetically and phenotypically distinct cells that can lead to cell detachment and colonisation of the surrounding tissue.

Our model can be also used to model the growth of many other multicellular tissues and organisms. An earlier version of this model has been applied to investigate the formation of normal and abnormal folding in the human...
placental trophoblast (Rejniak et al., 2004). The similar kind of geometry is also characteristic for epithelial crypts of intestines (compare Fig. 10b for a very simple representation of the crypt) and our model can be adjusted to investigate cell renewal, differentiation and migration along the crypts as well as certain diseases of cryptal epithelium. The outward tissue folding in the placental trophoblast (evagination) that has been already modelled in Rejniak et al. (2004) is considered to be an initial form of the outgrowth of a placental villous tree, so an appropriate modification of our model can be used to simulate branching morphogenesis in lungs or blood veins. Another possible application may involve a model of stratified epithelium in the skin as sketched in Fig. 10c. This may involve introducing different types of cell, with different geometry, physicochemical properties and functions, as well as distinct cell processes, such as cell apoptotic death or epidermal differentiation. The cell turnover and renewal by stem cells as well as wound healing may be a subject of further applications of our model. Moreover, many problems in embryonic development are also a subject of our interest, including asymmetric cell divisions in developing C. elegans; emerging cell patterns in early nematode embryo; cell sorting in growing Drosophila; or cleavage formation in Xenopus.

We have discussed in this paper some simplifications of the current model that may be overcome in further versions by incorporating additional intra- and extracellular elements. It is also desirable to introduce a three-dimensional version of growing cells. Of course, both such extensions will increase the overall computational cost of numerical simulations. Another aspect that should be addressed in future versions of this model is development of parallel algorithms that can handle complexity of the model. This is a very challenging issue, since our model represents a class of numerical problems where the number of boundary points, their locations and common interactions are changing dynamically during the computation.
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Appendix A. Numerical implementation

We implement our model using finite difference schemes and the fast Fourier transform method for solving the Navier–Stokes equations. Interactions between the regular fluid grid and the material points on cell boundaries, on the boundaries of the basement membranes and at the cell nuclei are implemented using the discrete approximation to the Dirac delta function. The numerical scheme is described in Section A.1. The numerical algorithm for solving the whole coupled system is presented in Section A.2. A choice of computational and physical parameters is discussed in Section A.3.

A.1. Discretisation

In order to numerically implement the model described above, we discretise a square fluid domain \( \Omega = [-L, L] \times [-L, L] \) using a uniform square grid of size \( N \times N \) nodes with a mesh width \( h = 2L/N \). We impose periodic boundary conditions on the fluid domain, because of the fast Fourier method used to solve the system. The Navier–Stokes equations (1) are discretised as follows:

\[
\rho \left( \frac{u_r^{n+1} - u_r^n}{\Delta t} + \sum_{s=1}^{2} u_s^p D_s^+ u_r^p \right) = -D_r^0 p^{n+1} + \mu \sum_{s=1}^{2} D_s^+ D_s^- u_r^{n+1} + \frac{\mu}{\rho} D_r^0 s^n + f_r^n,
\]

\[
\rho \sum_{s=1}^{2} D_s^0 u_r^{n+1} = s^n, \quad (16)
\]
where \( r = 1, 2 \) denotes the first and second vector field components, and \( D^+, D^-, D^0 \) and \( D^\perp \) are the forward, backward, central and upwind spatial difference operators, respectively.

Similarly, the cell plasma membranes are represented by Lagrangian points \( X_i \) with boundary points separation of \( \Delta l \approx h/2 \). The computation proceeds in time steps of duration \( \Delta t \). Eqs. (2)–(4) are then discretised as follows:

\[
\begin{align*}
\rho^n(x) &= \sum_{k \in \mathbb{Z}^+} S^+_{\rho}(Y_k, t) \delta_h(x - Y_k) \\
&+ \sum_{m \in \mathbb{Z}} S^0_{\rho}(W_m, t) \delta_h(x - W_m), \\
F^n(x) &= \sum_i F^n(X_i) \delta_h(x - X_i) \Delta l, \\
\mathbf{u}^{n+1}(X) &= \sum_{ij} \mathbf{u}^{n+1}(x_{ij}) \delta_h(x_{ij} - X) h^2, \\
X^{n+1} &= X^n + \Delta t \cdot \mathbf{u}^{n+1}(X). 
\end{align*}
\]

If the basement membranes are present, they are represented by Lagrangian points \( Z_i \) with the same boundary points separation of \( \Delta l \approx h/2 \), and their governing equations are discretised analogously.

Interactions between the fluid and the immersed bodies are implemented using the discrete approximation \( \delta_h(x) \) to the Dirac delta function. In our computations we use a symmetric continuous function of bounded support which is a product of two one-dimensional functions \( \delta_h \) (Peskin, 1977), that is \( \delta_h(x) = \delta_h(x_1) \cdot \delta_h(x_2) \), where

\[
\delta_h(r) = \begin{cases} 
\frac{1}{4h} \left( 1 + \cos \left( \frac{\pi r}{2h} \right) \right) & \text{if } |r| < 2h, \\
0 & \text{if } |r| \geq 2h.
\end{cases}
\]

The reaction-diffusion equations (14) for the evolution of the concentration of external factor \( \gamma \) are solved on the regular two-dimensional grid that coincides with the fluid grid. Here, \( I^n \) denotes a current (at time \( n \Delta t \)) configuration of all cells forming the tumour tissue, and \( D^+, D^- \) are as before the forward and backward spatial difference operators, respectively.

\[
\begin{align*}
\gamma^{n+1}(x) &= \rho^n(x) + \Delta t \mathcal{D}_\gamma \sum_{i=1}^{2} D^+_\gamma D^-_\gamma \gamma^n(x) \\
&- \Delta t \mathcal{F}_\gamma \frac{\gamma^n(x)}{\kappa_\gamma + \gamma^n(x)}. 
\end{align*}
\]

\subsection*{A.2. Algorithm}

The numerical algorithm for the full coupled system (in its most general form including the presence of the basement membranes and chemical gradients) can be outlined as follows. At the end of a time step \( n \) we are given values of the fluid velocity field \( \mathbf{u}^n \), concentration of the external factor \( \gamma^n \), the configuration of the immersed boundary points \( X^n \) on the cell plasma membranes, positions of cell nuclei \( Y^n \) and the configuration of the material points \( Z^n \) on the basement membranes. These values are updated at the next time step in the following way:

1. Inspect the concentration of oxygen \( \gamma^n \) in the micro-environments of all quiescent cells to determine which cells become necrotic; inspect all quiescent cells to determine which of them is exposed to the highest level of oxygen and will start growing; update the levels of oxygen concentration \( \gamma^{n+1} \) by computing rates of its consumption in the vicinity of tumour cells.
2. Determine the source distribution \( S^n \) at the nuclei of growing cells and the balancing sink distribution \( S^n \) in the fluid domain outside the cells, then spread these values to the neighbouring grid points to determine the local growth rate \( s^n \) of the fluid.
3. Calculate the total force density \( F^n \) on the cell boundaries, including the membrane adjacent forces, cell-to-cell adhesion–repulsion forces, cell-to-basement membrane forces and contractile forces in the dividing cells. Spread these values to the neighbouring grid points to determine the forces \( F^n \) on the fluid.
4. Solve the Navier–Stokes equations for the fluid velocity field \( \mathbf{u}^{n+1} \) by using the fast Fourier algorithm.
5. Interpolate the fluid velocity field \( \mathbf{u}^{n+1} \) to each immersed boundary point on cell membranes, on the basement membranes and to each cell nuclei. Compute new positions of \( \mathbf{X}^{n+1}, \mathbf{Y}^{n+1} \) and \( \mathbf{Z}^{n+1} \) by moving them to the local fluid velocity using a forward Euler step.

Three snapshots showing the methodology of the immersed boundary method are shown in Fig. 11. The boundary forces and point sources (Fig. 11a) are spread to the fluid grid to solve the Navier–Stokes equations for the fluid flow (Fig. 11b) that is then interpolated to the material points to find the boundary velocities (Fig. 11c). All snapshots are taken from the same iteration step of a simulation of a growing intraductal micropapillary pattern discussed in Section 4.3.

\subsection*{A.3. Choice of computational parameters}

Since we model the cell cytoplasm as a homogeneous continuum, the lack of its internal cytoskeleton is compensated by choosing values of the fluid viscosity and fluid density that correspond to the network part of the cytoplasm. It is reported in Laurent et al. (2003) that viscosity of the elastic cortical cytoskeletal network associated with actins and the plasma membrane in the adherent epithelial cells is in the range of 50–140 g/(cm s). Because most tumours arise from epithelial tissues, we take the fluid viscosity \( \mu = 100 \text{g/(cm s)} \) for all numerical computations. It is also reported in Dembo and Harlow (1986) that the network part of cytoplasm has a density \( \rho = 1.35 \text{g/cm}^3 \) and this value is taken in our numerical
implementation. The strength of fluid sources in our model is identical in all growing cells and has been determined computationally to match the dynamics of a proliferating cell (Alberts et al., 2002, pp. 1034–1035). A good comparison has been achieved for the source strength $\mathcal{S}_0 = 2 \times 10^{-7} \text{g/s}$. The value of each sink strength is chosen in a way to balance all fluid sources and thus it depends on the number of actually growing cells. The elastic properties of tumour cells have been achieved by an appropriate choice of the spring stiffness constants. It has been estimated in Laurent et al. (2003) that the rigidity of the elastic cortical cytoskeletal network associated with the plasma membrane in the adherent epithelial cells is in the range $490–850 \text{g/(cm}^2\text{)}$. In our numerical computations, we take $F_{\text{adh}} = 500 \text{g/(cm}^2\text{)}$ as a stiffness constant of all adjacent springs. The forces needed to separate two cells are estimated to be about $10^3 \text{g/cm}^2\text{s}^2$ per $\text{cm}^2$ of cell area (Bell, 1978). However, tumour cells are known to have weaker adhesive connections than normal cells, and thus a smaller force may be sufficient to break the cell-to-cell adhesive connections than normal cells, and thus a smaller force may be sufficient to break the cell-to-cell boundary connections (however, here the repulsive forces dominate); (b) the radially symmetric flows produced by two point sources are influenced by the cell-to-cell repulsive forces and the final fluid flow is directed mostly toward the free boundaries of the growing cells; (c) the cell boundary points move at the local fluid velocity, thus the cell expansion follows the fluid flow.

Fig. 11. Three snapshots taken from the same iteration step of a simulation of a growing intraductal micropapillary carcinoma discussed in Section 4.3 are used here to illustrate methodology of the immersed boundary method: (a) two point sources defined at the nuclei of two top cells are spread to the 16 points in the fluid grid (grey dots around the cell nuclei); boundary forces arising from adhesion–repulsion between separate cells (here mostly repulsion) and from deformation of cell boundaries (however, here the repulsive forces dominate); (b) the radially symmetric flows produced by two point sources are influenced by the cell-to-cell repulsive forces and the final fluid flow is directed mostly toward the free boundaries of the growing cells; (c) the cell boundary points move at the local fluid velocity, thus the cell expansion follows the fluid flow.
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